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hat is psychology? Your initial answer to
this question is likely to bear little resem-
blance to the picture of psychology that

will emerge as you work your way through this book.
I know that when I ambled into my introductory
psychology course more than 30 years ago, I had no
idea what psychology involved. I was a pre-law/po-
litical science major fulfilling a general education re-
quirement with what I thought would be my one and
only psychology course. I encountered two things I
didn’t expect. The first was to learn that psychology
is about a great many things besides abnormal behav-
ior and ways to win friends and influence people. I was
surprised to discover that psychology is also about
how people are able to perceive color, how hunger is
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regulated by the brain, whether chimpanzees can use
language to communicate, and a multitude of other
topics I'd never thought to wonder about. The sec-
ond thing I didn’t expect was that I would be so com-
pletely seduced by the subject. Before long I changed
majors and embarked on a career in psychology—a
decision I have never regretted.

Why has psychology continued to fascinate me?
One reason is that psychology is practical. It offers a
vast store of information about issues that concern
everyone. These issues range from broad social ques-
tions, such as how to reduce the incidence of mental
illness, to highly personal questions, such as how to
improve your self-control. In a sense, psychology is
about you and me. It’s about life in our modern world.
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Modern psychology ranges widely in its investigations, looking
at divergent topics such as work, sleep, stress, trauma, and brain
function. As you progress through this book, you will see that the
range and diversity of psychology’s subject matter are enormous.
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The practical side of psychology will be apparent
throughout this text, especially in the end-of-chapter
Personal Applications. These Applications focus on
everyday problems, such as coping more effectively
with stress, improving memory, enhancing perfor-
mance in school, and dealing with sleep difficulties.

Another element of psychology’s appeal for me is
that it represents a powerful way of thinking. We are all
exposed to claims about psychological issues. For in-
stance, we hear assertions that men and women have
different abilities or that violence on television has a
harmful effect on children. As a science, psychology
demands that researchers ask precise questions about
such issues and that they test their ideas through sys-
tematic observation. Psychology’s commitment to
testing ideas encourages a healthy brand of critical
thinking. In the long run, this means that psychol-
ogy provides a way of building knowledge that is rel-
atively accurate and dependable.

Of course, psychological research cannot discover
an answer for every interesting question about the
mind and behavior. You won't find the meaning of
life or the secret of happiness in this text. But you
will find an approach to investigating questions that
has proven to be fruitful. The more you learn about
psychology as a way of thinking, the better able you
will be to evaluate the psychological assertions you
encounter in daily life.

There is still another reason for my fascination
with psychology. As you proceed through this text,
you will find that psychologists study an enormous di-
versity of subjects, from acrophobia (fear of heights)
to zoophobia (fear of animals), from problem solving
in apes to the symbolic language of dreams. Psychol-

ogists look at all the seasons of human life, from de-
velopment in the womb to the emotional stages that
people go through in the process of dying. Psycholo-
gists study observable behaviors such as eating, fight-
ing, and mating. But they also dig beneath the surface
to investigate how hormones affect emotions and
how the brain registers pain. They probe the behav-
ior of any number of species, from humans to house
cats, from monkeys to moths. This rich diversity is,
for me, perhaps psychology’s most appealing aspect.

Mental illness, rats running in mazes, the physi-
ology of hunger, the mysteries of love, creativity, and
prejudice—what ties all these subjects together in a
single discipline? How did psychology come to be so
diverse? Why is it so different from what most people
expect? If psychology is a social science, why do psy-
chologists study subjects such as brain chemistry and
the physiological basis of vision? To answer these
questions, we begin our introduction to psychology
by retracing its development. By seeing how psychol-
ogy grew and changed, you will discover why it has
the shape it does today.

After our journey into psychology’s past, we will
examine a formal definition of psychology. We’ll also
look at psychology as it is today—a sprawling, multi-
faceted science and profession. To help keep psychol-
ogy’s diversity in perspective, the chapter concludes
with a discussion of seven unifying themes that will
serve as connecting threads in the chapters to come.
Finally, in the chapter’s Personal Application we’'ll
review research that gives insights on how to be an
effective student, and in the Critical Thinking Appli-
cation we’ll discuss how critical thinking skills can
be enhanced.

> From Speculation to Science: How Psychology Developed

PREVIEW QUESTIONS

& What were Wundt's
and Hall’s key ideas and
accomplishments?

@ What were the chief
tenets of structuralism
and functionalism?

@ What did Freud have to
say about the uncon-
scious and sexuality,
and why were his ideas
so controversial?

@ How did Freudian the-
ory affect the main-
stream of psychology?

®

Psychology’s story is one of people groping toward a
better understanding of themselves. As psychology
has evolved, its focus, methods, and explanatory
models have changed. In this section we'll look at
how psychology has developed from philosophical
speculations about the mind into a modern science.
An Illustrated Overview of the highlights of psychol-
ogy’s history can be found on pages 16-17.

The term psychology comes from two Greek words,
psyche, meaning the soul, and logos, referring to the
study of a subject. These two Greek roots were first
put together to define a topic of study in the 16th
century, when psyche was used to refer to the soul,
spirit, or mind, as distinguished from the body (Bor-
ing, 1966). Not until the early 18th century did the
term psychology gain more than rare usage among
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scholars. By that time it had acquired its literal mean-
ing, “the study of the mind.”

Of course, people have always wondered about
the mysteries of the mind. In that sense, psychology
is as old as the human race. But it was only a little
over 125 years ago that psychology emerged as a sci-
entific discipline.

A New Science Is Born:
The Contributions yirek
of Wundt and Hall ¥ a

Psychology’s intellectual parents were the disciplines
of philosophy and physiology. By the 1870s a small
number of scholars in both fields were actively ex-
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ploring questions about the mind. How are bodily
sensations turned into a mental awareness of the
outside world? Are people’s perceptions of the world
accurate reflections of reality? How do mind and
body interact? The philosophers and physiologists
who were interested in the mind viewed such ques-
tions as fascinating issues within their respective fields.
It was a German professor, Wilhelm Wundt (1832-
1920), who eventually changed this view. Wundt
mounted a campaign to make psychology an inde-
pendent discipline rather than a stepchild of philos-
ophy or physiology.

The time and place were right for Wundt’s appeal.
German universities were in a healthy period of ex-
pansion, so resources were available for new disci-
plines. Furthermore, the intellectual climate favored
the scientific approach that Wundt advocated. Hence,
his proposals were well received by the academic
community. In 1879 Wundt succeeded in establish-
ing the first formal laboratory for research in psy-
chology at the University of Leipzig. In deference to
this landmark event, historians have christened 1879
as psychology’s “date of birth.” Soon afterward, in
1881, Wundt established the first journal devoted to
publishing research on psychology. All in all, Wundt’s
campaign was so successful that today he is widely
characterized as the founder of psychology.

Wundt’s conception of psychology was influen-
tial for decades. Borrowing from his training in phys-
iology, Wundt (1874) declared that the new psychol-
ogy should be a science modeled after fields such as
physics and chemistry. What was the subject matter
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of the new science? According to Wundt, psychol-
ogy’s primary focus was consciousness—the awareness
of immediate experience. Thus, psychology became the
scientific study of conscious experience. This orientation
kept psychology focused on the mind and mental
processes. But it demanded that the methods psychol-
ogists used to investigate the mind be as scientific as
those of chemists or physicists.

Wundt was a tireless, dedicated scholar who gen-
erated an estimated 54,000 pages of books and arti-
cles in his career (Bringmann & Balk, 1992). Studies
in his laboratory focused on attention, memory, sen-
sory processes, and reaction-time experiments that
provided estimates of the duration of various mental
processes (Fuchs & Milar, 2003). Outstanding young
scholars, including many Americans, came to Leipzig
to study under Wundt. Many of Wundt’s students
then fanned out across Germany and America, estab-
lishing the research laboratories that formed the
basis for the new, independent science of psychol-
ogy. Indeed, it was in North America that Wundt’s
new science grew by leaps and bounds. Between 1883
and 1893, some 23 new psychological research labo-
ratories sprang up in the United States and Canada,
at the schools shown in Figure 1.1 (Benjamin, 2000).
Many of the laboratories were started by Wundt’s stu-
dents, or by his students’ students.

G. Stanley Hall (1846-1924), who studied briefly
with Wundt, was a particularly important contribu-
tor to the rapid growth of psychology in America.
Toward the end of the 19th century, Hall reeled off a
series of “firsts” for American psychology. To begin

Cornell University 1891
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University of
Toronto 1890

Clark University 1889

Harvard University 1892
Wellesley College 1891

Brown University 1892

Yale University 1892
Columbia University 1890
Princeton University 1893
Trenton State College 1892
University of Pennsylvania 1887
Johns Hopkins University 1883
Catholic University 1891

Randolph Macon
Women’s College 1893
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WiLHELM WUNDT
1832-1920

“Physiology informs us
about those life phenom-
ena that we perceive by
our external senses. In
psychology, the person
looks upon himself as from
within and tries to explain
the interrelations of those
processes that this internal
observation discloses.”

Figure 1.1

Early research laborato-
ries in North America.
This map highlights the
location and year of found-
ing for the first 23 psycho-
logical research labs estab-
lished in North American
colleges and universities.

As the color coding shows,
a great many of these labs
were founded by the stu-
dents of Wilhelm Wundt,
G. Stanley Hall, and William
James. (Based on Benjamin,
2000)



The establishment of the first
research laboratory in psy-
chology by Wilhelm Wundt
(far right) marked the birth
of psychology as a modern
science.

Web Link 1.1

Mind and Body:

René Descartes to
William James

Designed originally to cel-
ebrate psychology’s first
century as an independent
discipline, this online exhi-
bition traces three histori-
cal themes: the mind-body
problem posed in the

17th century by philoso-
pher René Descartes, the
rise of experimental psy-
chology, and the begin-
nings of psychology in
America. Note: The URLs
(addresses) for the Web
Links can be found on
the website for this text
(http://psychology
.wadsworth.com/weiten_
themesZ7e), or you can
find them using a search
engine such as Google.
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with, he established America’s first research labora-
tory in psychology at Johns Hopkins University in
1883. Four years later he launched America’s first
psychology journal. Furthermore, in 1892 he was the
driving force behind the establishment of the Ameri-
can Psychological Association (APA) and was elected
its first president. Today the APA is the world’s largest
organization devoted to the advancement of psy-
chology, with over 155,000 members and affiliates.
Hall never envisioned such a vast membership when
he and 26 others set up their new organization.

Exactly why Americans took to psychology so
quickly is hard to say. Perhaps it was because Amer-
ica’s relatively young universities were more open to
new disciplines than the older, more tradition-bound
universities in Europe. In any case, although psychol-
ogy was born in Germany, it blossomed into adoles-
cence in America. Like many adolescents, however,
the young science was about to enter a period of tur-
bulence and turmoil.

The Battle of the “Schools”

Begins: Structuralism . \kk
Versus Functionalism _gF

While reading about how psychology became a sci-
ence, you might have imagined that psychologists
became a unified group of scholars who busily added
new discoveries to an uncontested store of “facts.” In
reality, no science works that way. Competing schools
of thought exist in most scientific disciplines. Some-
times the disagreements among these schools are
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sharp. Such diversity in thought is natural and often
stimulates enlightening debate. In psychology, the
first two major schools of thought, structuralism and
functionalism, were entangled in the field’s first great
intellectual battle.

Structuralism emerged through the leadership of
Edward Titchener, an Englishman who emigrated to
the United States in 1892 and taught for decades at
Cornell University. Although Titchener earned his
degree in Wundt’s Leipzig laboratory and expressed
great admiration for Wundt’s work, he brought his
own version of Wundt’s psychology to America (Hil-
gard, 1987; Thorne & Henley, 1997). Structuralism
was based on the notion that the task of psychol-
ogy is to analyze consciousness into its basic ele-
ments and investigate how these elements are re-
lated. Just as physicists were studying how matter is
made up of basic particles, the structuralists wanted
to identify and examine the fundamental compo-
nents of conscious experience, such as sensations,
feelings, and images.

Although the structuralists explored many ques-
tions, most of their work concerned sensation and
perception in vision, hearing, and touch. To exam-
ine the contents of consciousness, the structuralists
depended on the method of introspection, or the
careful, systematic self-observation of one’s own
conscious experience. As practiced by the structural-
ists, introspection required training to make the sub-
ject—the person being studied—more objective and
more aware. Once trained, subjects were typically ex-
posed to auditory tones, optical illusions, and visual
stimuli under carefully controlled and systematically
varied conditions and were asked to analyze what
they experienced.

The functionalists took a different view of psy-
chology’s task. Functionalism was based on the be-
lief that psychology should investigate the function
or purpose of consciousness, rather than its struc-
ture. The chief impetus for the emergence of function-
alism was the work of William James (1842-1910), a
brilliant American scholar (and brother of novelist
Henry James). James’s formal training was in medi-
cine. However, he did not find medicine to be intel-
lectually challenging and felt he was too sickly to
pursue a medical practice (Ross, 1991), so, when an
opportunity arose in 1872, he joined the faculty of
Harvard University to pursue a less arduous career in
academia. Medicine’s loss proved to be psychology’s
gain, as James quickly became an intellectual giant
in the field. James’s landmark book, Principles of Psy-
chology (1890), became standard reading for genera-
tions of psychologists and is perhaps the most influ-
ential text in the history of psychology (Weiten &
Wight, 1992).
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James’s thinking illustrates how psychology, like
any field, is deeply embedded in a network of cul-
tural and intellectual influences. James had been im-
pressed with Charles Darwin’s (1859, 1871) concept
of natural selection. According to the principle of nat-
ural selection, heritable characteristics that provide
a survival or reproductive advantage are more
likely than alternative characteristics to be passed
on to subsequent generations and thus come to be
“selected” over time. This cornerstone notion of Dar-
win'’s evolutionary theory suggested that the typical
characteristics of a species must serve some purpose.
Applying this idea to humans, James (1890) noted
that consciousness obviously is an important char-
acteristic of our species. Hence, he contended that
psychology should investigate the functions rather
than the structure of consciousness.

James also argued that the structuralists’ approach
missed the real nature of conscious experience. Con-
sciousness, he argued, consists of a continuous flow
of thoughts. In analyzing consciousness into its “ele-
ments,” the structuralists were looking at static points

Mary Whiton Calkins
(1863-1930)

Margaret Floy Washburn
(1871-1939)

in that flow. James wanted to understand the flow it-
self, which he called the “stream of consciousness.”

Whereas structuralists naturally gravitated to the
laboratory, functionalists were more interested in
how people adapt their behavior to the demands of
the real world around them. This practical slant led
them to introduce new subjects into psychology. In-
stead of focusing on sensation and perception, func-
tionalists such as James McKeen Cattell and John
Dewey began to investigate mental testing, patterns
of development in children, the effectiveness of edu-
cational practices, and behavioral differences be-
tween the sexes. These new topics may have played
a role in attracting the first women into the field of
psychology (see Figure 1.2).

The impassioned advocates of structuralism and
functionalism saw themselves as fighting for high
stakes: the definition and future direction of the new
science of psychology. Their war of ideas continued
energetically for many years. Who won? Most histo-
rians give the edge to functionalism. Although both
schools of thought gradually faded away, functional-

Leta Stetter Hollingworth
(1886-1939)

Mary Calkins, who studied under
William James, founded one of the
first dozen psychology laboratories in
America at Wellesley College in 1891,
invented a widely used technique for
studying memory, and became the
first woman to serve as president of
the American Psychological Associa-
tion in 1905. Ironically, however, she
never received her Ph.D. in psychol-
ogy. Because she was a woman,
Harvard University only reluctantly
allowed her to take graduate classes
as a “guest student.” When she com-
pleted the requirements for her Ph.D.,
Harvard would only offer her a doc-
torate from its undergraduate sister
school, Radcliffe. Calkins felt that this
decision perpetuated unequal treat-
ment of the sexes, so she refused

the Radcliffe degree.

Margaret Washburn was the first
woman to receive a Ph.D. in psychol-
ogy. She wrote an influential book,
The Animal Mind (1908), which served
as an impetus to the subsequent
emergence of behaviorism and was
standard reading for several genera-
tions of psychologists. In 1921 she
became the second woman to serve
as president of the American Psycho-
logical Association. Washburn studied
under James McKeen Cattell at Colum-
bia University, but like Mary Calkins,
she was only permitted to take gradu-
ate classes unofficially, as a “hearer.”
Hence, she transferred to Cornell Uni-
versity, which was more hospitable
toward women, and completed

her doctorate in 1894. Like Calkins,
Washburn spent most of her career
at a college for women (Vassar).

Leta Hollingworth did pioneering
work on adolescent development,
mental retardation, and gifted chil-
dren. Indeed, she was the first per-
son to use the term gifted to refer to
youngsters who scored exceptionally
high on intelligence tests. Holling-
worth (1914, 1916) also played

a major role in debunking popular
theories of her era that purported to
explain why women were “inferior”
to men. For instance, she conducted
a study refuting the myth that phases
of the menstrual cycle are reliably
associated with performance decre-
ments in women. Her careful collec-
tion of objective data on gender
differences forced other scientists

to subject popular, untested beliefs
about the sexes to skeptical, empirical

inquiry.
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WILLIAM JAMES
1842-1910

“It is just this free water of
consciousness that psychol-
ogists resolutely overlook.”

Figure 1.2

Women pioneers in the
history of psychology.
Women have long made
major contributions to the
development of psychology
(Milar, 2000; Russo & Den-
mark, 1987), and today
nearly half of all psycholo-
gists are female. As in other
fields, however, women have
often been overlooked in
histories of psychology
(Furumoto & Scarborough,
1986). The three psycholo-
gists profiled here demon-
strate that women have been
making significant contribu-
tions to psychology almost
from its beginning—despite
formidable barriers to pursu-
ing their academic careers.
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SIGMUND FREUD
1856-1939

“The unconscious is the
true psychical reality; in its
innermost nature it is as
much unknown to us as
the reality of the external
world.”

ism fostered the development of two important de-
scendants—behaviorism and applied psychology—
that we will discuss momentarily.

Freud Brings the Unconscious sk

into the Picture E=Hoa
Sigmund Freud (1856-1939) was an Austrian physi-
cian who early in his career dreamed of achieving
fame by making an important discovery. His deter-
mination was such that in medical school he dis-
sected 400 male eels to prove for the first time that
they had testes. His work with eels did not make him
famous, but his subsequent work with people did.
Indeed, his theories made him one of the most con-
troversial intellectual figures of modern times.
Freud’s (1900, 1933) approach to psychology grew
out of his efforts to treat mental disorders. In his med-
ical practice, Freud treated people troubled by psycho-
logical problems such as irrational fears, obsessions,
and anxieties with an innovative procedure he called
psychoanalysis (described in detail in Chapter 15).
Decades of experience probing into his patients’ lives
provided much of the inspiration for Freud’s theory.
He also gathered material by looking inward and ex-
amining his own anxieties, conflicts, and desires.
His work with patients and his own self-exploration
persuaded Freud of the existence of what he called
the unconscious. According to Freud, the unconscious
contains thoughts, memories, and desires that are
well below the surface of conscious awareness but
that nonetheless exert great influence on behavior.
Freud based his concept of the unconscious on a va-
riety of observations. For instance, he noticed that

Image Not Available

A portrait taken at the famous Clark University psychology conference, September 1909. Pictured are
Freud, G. Stanley Hall, and four of Freud’s students and associates. Seated, left to right: Freud, Hall,
and Carl Jung; standing: Abraham Brill, Ernest Jones, and Sandor Ferenczi.
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seemingly meaningless slips of the tongue (such as
“I decided to take a summer school curse”) often ap-
peared to reveal a person’s true feelings. He also noted
that his patients’ dreams often seemed to express im-
portant feelings they were unaware of. Knitting these
and other observations together, Freud eventually
concluded that psychological disturbances are largely
caused by personal conflicts existing at an uncon-
scious level. More generally, his psychoanalytic the-
ory attempts to explain personality, motivation,
and mental disorders by focusing on unconscious
determinants of behavior.

Freud’s concept of the unconscious was not en-
tirely new (Rieber, 1998). However, it was a major de-
parture from the prevailing belief that people are
fully aware of the forces affecting their behavior. In
arguing that behavior is governed by unconscious
forces, Freud made the disconcerting suggestion that
people are not masters of their own minds. Other
aspects of Freud'’s theory also stirred up debate. For
instance, he proposed that behavior is greatly influ-
enced by how people cope with their sexual urges.
At a time when people were far less comfortable dis-
cussing sexual issues than they are today, even sci-
entists were offended and scandalized by Freud’s em-
phasis on sex. Small wonder, then, that Freud was
soon engulfed in controversy.

In part because of its controversial nature, Freud’s
theory was slow to gain influence. However, his ap-
proach gradually won acceptance within medicine,
attracting prominent followers such as Carl Jung and
Alfred Adler. Important public recognition from psy-
chology came in 1909, when G. Stanley Hall invited
Freud to give a series of lectures at Clark University in
Massachusetts (see the photo at left).

By 1920 psychoanalytic theory was widely known
around the world, but it continued to meet with con-
siderable resistance in psychology (Fancher, 2000).
Most psychologists contemptuously viewed psycho-
analytic theory as unscientific speculation that would
eventually fade away (Hornstein, 1992). However,
they turned out to be wrong. Psychoanalytic ideas
steadily gained credence in the culture at large, in-
fluencing thought in medicine, the arts, and litera-
ture (Rieber, 1998). According to Hornstein (1992),
by the 1940s, “Psychoanalysis was becoming so pop-
ular that it threatened to eclipse psychology entirely”
(p- 258). Thus, the widespread popular acceptance of
psychoanalytic theory essentially forced psycholo-
gists to apply their scientific methods to the topics
Freud had studied: personality, motivation, and ab-
normal behavior. As they turned to these topics,
many of them saw merit in some of Freud’s notions
(Rosenzweig, 1985). Although psychoanalytic the-
ory continued to generate heated debate, it survived
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to become an influential theoretical perspective.
Today, many psychoanalytic concepts have filtered
into the mainstream of psychology (Westen, 1998).

© REVIEW OF KEY POINTS

@ Psychology’s intellectual parents were 19th-century philos-
ophy and physiology, disciplines that shared an interest
in the mysteries of the mind.

@ Psychology became an independent discipline when
Wilhelm Wundt established the first psychological research
laboratory in 1879 at Leipzig, Germany. He defined psy-
chology as the scientific study of consciousness.

@ The new discipline grew rapidly in North America in the
late 19th century, as illustrated by G. Stanley Hall’s career.
Hall established America’s first research lab in psychology
and founded the American Psychological Association.

@ The structuralists, led by Edward Titchener, believed that
psychology should use introspection to analyze conscious-
ness into its basic elements.

@ The functionalists, inspired by the ideas of William James,
believed that psychology should focus on the purpose and
adaptive functions of consciousness. Functionalism paved
the way for behaviorism and applied psychology.

@ Sigmund Freud was an Austrian physician who invented
psychoanalysis. His psychoanalytic theory emphasized the
unconscious determinants of behavior and the importance
of sexuality.

@ Freud’s ideas were controversial, and they met with resis-
tance in academic psychology. However, as more psycholo-
gists developed an interest in personality, motivation, and
abnormal behavior, psychoanalytic concepts were incorpo-
rated into mainstream psychology.

concept check 1.1 (x

Watson Alters Psychology'’s
Course as Behaviorism
Makes Its Debut

ﬂrek

o g} (9]

One reason that psychoanalysis struggled to gain ac-
ceptance within psychology was that it conflicted in
many basic ways with the tenets of behaviorism, a
new school of thought that gradually became domi-
nant within psychology between 1913 and the late
1920s. Founded by John B. Watson (1878-1958), be-
haviorism is a theoretical orientation based on the
premise that scientific psychology should study
only observable behavior. It is important to under-
stand what a radical change this definition repre-
sents. Watson (1913, 1919) proposed that psycholo-
gists abandon the study of consciousness altogether and
focus exclusively on behaviors that they could ob-
serve directly. In essence, he was trying to redefine
what scientific psychology should be about.

Why did Watson argue for such a fundamental
shift in direction? Because to him, the power of the
scientific method rested on the idea of verifiability. In
principle, scientific claims can always be verified (or
disproved) by anyone who is able and willing to
make the required observations. However, this power
depends on studying things that can be observed ob-
jectively. Otherwise, the advantage of using the sci-
entific approach—replacing vague speculation and
personal opinion with reliable, exact knowledge—is
lost. For Watson, men-
tal processes were not a
proper subject for sci-

Wundt, James, and Freud

of the book.

quite possible to accomplish.”

its first beginnings.”

described.”

Understanding the Implications of Major Theories:

Check your understanding of the implications of some of the major theories reviewed
in this chapter by indicating who is likely to have made each of the statements
quoted below. Choose from the following theorists: (a) Wilhelm Wundt, (b) William
James, and (c) Sigmund Freud. You'll find the answers in Appendix A in the back

1. “He that has eyes to see and ears to hear may convince himself that no
mortal can keep a secret. If the lips are silent, he chatters with his finger-
tips; betrayal oozes out of him at every pore. And thus the task of mak-
ing conscious the most hidden recesses of the mind is one which it is

2. “The book which | present to the public is an attempt to mark out a new
domain of science. . . . The new discipline rests upon anatomical and
physiological foundations. . . . The experimental treatment of psycho-
logical problems must be pronounced from every point of view to be in

3. “Consciousness, then, does not appear to itself chopped up in bits. Such
words as ‘chain’ or ‘train’ do not describe it fitly. . . . It is nothing jointed;
it flows. A ‘river’ or ‘stream’ are the metaphors by which it is most naturally

entific study because
they are ultimately pri-
vate events. After all,
no one can see or touch
thoughts.
Consequently, if psy-
chology was to be a sci-
ence, it would have to
give up consciousness
as its subject matter and
become instead the sci-
ence of behavior.
Behavior refers to

another’s

any overt (observable)
response or activity by
an organism. Watson
asserted that psycholo-
gists could study any-
thing that people do or
say—shopping, playing
chess, eating, compli-
menting a friend—but

The Evolution of Psychology

PREVIEW QUESTIONS

@
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What was the main idea
underlying behaviorism?
How did the emergence
of behaviorism influ-
ence the evolution of
psychology?

What basic principle of
behavior did Skinner
emphasize?

What did Skinner do to
stir up controversy?
What was the impetus
for the emergence of
humanism?

JoHN B. WATSON
1878-1958

“The time seems to have
come when psychology
must discard all references
to consciousness.”

COPYRIGHT © Wadsworth, a division of Thomson Learning, Inc. Thomson
Learning™ is a trademark used herein under license

Q)



Web Link 1.2 g )

History & Philosophy

of Psychology Web
Resources

Professor Christopher
Green of York University in
Canada has assembled a
wide range of web-based
materials relating to psy-
chology’s theoretical and
historical past, including a
collection of sites focused
on specific individuals.
Pages devoted to key fig-
ures mentioned in this
chapter (such as Mary
Whiton Calkins, William
James, B. F. Skinner, and
Margaret Floy Washburn)
can be accessed here.

B. F. SKINNER
1904-1990

1 submit that what we call
the behavior of the human
organism is no more free
than its digestion.”

they could not study scientifically the thoughts, wishes,
and feelings that might accompany these observable
behaviors. Obviously, psychology’s shift away from
the study of consciousness was fundamentally in-
compatible with psychoanalytic theory. Given that
many psychologists were becoming uncomfortable
with the study of conscious experience, you can imag-
ine how they felt about trying to study unconscious
mental processes. By the 1920s Watson had become
an outspoken critic of Freud’s views (Rilling, 2000).
Proponents of behaviorism and psychoanalysis en-
gaged in many heated theoretical debates in the en-
suing decades.

Watson'’s radical reorientation of psychology did
not end with his redefinition of its subject matter.
He also staked out a rather extreme position on one
of psychology’s oldest and most fundamental ques-
tions: the issue of nature versus nurture. This age-old
debate is concerned with whether behavior is deter-
mined mainly by genetic inheritance (“nature”) or
by environment and experience (“nurture”). To over-
simplify, the question is this: Is a great concert pi-
anist or a master criminal born, or made? Watson ar-
gued that each is made, not born. In other words, he
downplayed the importance of heredity, maintain-
ing that behavior is governed primarily by the envi-
ronment. Indeed, he boldly claimed:

Give me a dozen healthy infants, well-formed, and my own
special world to bring them up in and I'll guarantee to
take any one at random and train him to become any
type of specialist I might select—doctor, lawyer, artist,
merchant-chief, and yes, even beggar-man and thief, re-
gardless of his talents, penchants, tendencies, abilities,
vocations and race of his ancestors. I am going beyond my
facts and I admit it, but so have the advocates of the con-
trary and they have been doing it for many thousands of
years. (1924, p. 82)

For obvious reasons, Watson’s tongue-in-cheek
challenge was never put to a test. Although this widely
cited quote overstated and oversimplified Watson'’s
views on the nature-nurture issue (Todd & Morris,
1992), his writings contributed to the strong envi-
ronmental slant that became associated with behav-
iorism (Horowitz, 1992).

The gradual emergence of behaviorism was partly
attributable to an important discovery made around
the turn of the century by Ivan Pavlov, a Russian phys-
iologist. As you'll learn in Chapter 6, Pavlov (1906)
showed that dogs could be trained to salivate in re-
sponse to an auditory stimulus such as a tone. This
deceptively simple demonstration provided insight
into how stimulus-response bonds are formed. Such
bonds were exactly what behaviorists wanted to in-
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vestigate, so Pavlov’s discovery paved the way for
their work. The behaviorists eventually came to view
psychology’s mission as an attempt to relate overt
behaviors (responses) to observable events in the en-
vironment (stimuli). Because the behaviorists inves-
tigated stimulus-response relationships, the behav-
ioral approach is often referred to as stimulus-response
(S-R) psychology.

Behaviorism’s stimulus-response approach con-
tributed to the rise of animal research in psychology.
Having deleted consciousness from their scope of con-
cern, behaviorists no longer needed to study human
subjects who could report on their mental processes.
Many psychologists thought that animals would
make better research subjects anyway. One key reason
was that experimental research is often more produc-
tive if experimenters can exert considerable control
over their subjects. Otherwise, too many complicat-
ing factors enter into the picture and contaminate the
experiment. Obviously, a researcher can have much
more control over a laboratory rat or pigeon than over
a human subject, who arrives at a lab with years of un-
controlled experience and who will probably insist on
going home at night. Thus, the discipline that had
begun its life a few decades earlier as the study of the
mind now found itself heavily involved in the study
of simple responses made by laboratory animals.

“UEk

Skinner Questions Free Will
as Behaviorism Flourishes &

The advocates of behaviorism and psychoanalysis tan-
gled frequently during the 1920s, 1930s, and 1940s.
As psychoanalytic thought slowly gained a foothold
within psychology, many psychologists softened their
stance on the acceptability of studying internal men-
tal events. However, this movement toward the con-
sideration of internal states was vigorously opposed
by B. F. Skinner (1904-1990), a behaviorist whose
work became highly influential in the 1950s. Skinner
set out to be a writer, but he gave up his dream after
a few unproductive years. “I had,” he wrote later,
“nothing important to say” (1967, p. 395). However,
he had many important things to say about psychol-
ogy, and he went on to become one of the most in-
fluential of all American psychologists.

In response to the softening that had occurred in
the behaviorist position, Skinner (1953) championed
a return to Watson’s strict focus on observable behav-
ior. Skinner did not deny the existence of internal
mental events. However, he insisted that they could
not be studied scientifically. Moreover, there was no
need to study them. According to Skinner, if the stim-
ulus of food is followed by the response of eating, we

Learning™ is a trademark used herein under license
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B. F. Skinner created considerable controversy when he asserted
that free will is an illusion.

can fully describe what is happening without making
any guesses about whether the animal is experienc-
ing hunger. Like Watson, Skinner also emphasized
how environmental factors mold behavior. Although
he repeatedly acknowledged that an organism’s be-
havior is influenced by its biological endowment, he
argued that psychology could understand and pre-
dict behavior adequately without resorting to physi-
ological explanations (Delprato & Midgley, 1992).

The fundamental principle of behavior docu-
mented by Skinner is deceptively simple: Organisms
tend to repeat responses that lead to positive outcomes,
and they tend not to repeat responses that lead to neutral
or negative outcomes. Despite its simplicity, this prin-
ciple turns out to be quite powerful. Working primar-
ily with laboratory rats and pigeons, Skinner showed
that he could exert remarkable control over the be-
havior of animals by manipulating the outcomes of
their responses. He was even able to train animals to
perform unnatural behaviors. For example, he once
trained some pigeons to play Ping-Pong! Skinner’s
followers eventually showed that the principles un-
covered in their animal research could be applied to
complex human behaviors as well. Behavioral prin-
ciples are now widely used in factories, schools, pris-
ons, mental hospitals, and a variety of other settings
(see Chapter 6).

Skinner’s ideas had repercussions that went far be-
yond the debate among psychologists about what

they should study. Skinner spelled out the full impli-
cations of his findings in his book Beyond Freedom
and Dignity (1971). There he asserted that all behavior
is fully governed by external stimuli. In other words,
your behavior is determined in predictable ways by
lawful principles, just as the flight of an arrow is gov-
erned by the laws of physics. Thus, if you believe that
your actions are the result of conscious decisions,
you're wrong. According to Skinner, people are con-
trolled by their environment, not by themselves. In
short, Skinner arrived at the conclusion that free will
is an illusion.

As you can readily imagine, such a disconcerting
view of human nature was not universally acclaimed.
Like Freud, Skinner was the target of harsh criticism.
Much of this criticism stemmed from misinterpreta-
tions of his ideas that were disseminated in the pop-
ular press (Rutherford, 2000). For example, his analy-
sis of free will was often misconstrued as an attack on
the concept of a free society—which it was not—and
he was often mistakenly condemned for advocating
an undemocratic “scientific police state” (Dinsmoor,
1992). Despite all the controversy, however, behav-
iorism flourished as the dominant school of thought
in psychology during the 1950s and 1960s (Gilgen,
1982). And when 93 psychology department chair-
persons were surveyed in 1990 about the field’s most
important contributors (Estes, Coston, & Fournet,
1990), Skinner was ranked at the top of the list (see
Figure 1.3).

ﬂrek

The Humanists Revolt T2 0c

By the 1950s, behaviorism and psychoanalytic theory
had become the most influential schools of thought

Figure 1.3

Important figures in the history of psychology. In a
1990 survey, 93 chairpersons of psychology departments ranked
psychology’s most important contributors (Estes, Coston, &
Fournet, 1990, as cited in Korn et al., 1991). As you can see,

B. F. Skinner edged out Sigmund Freud for the top ranking.
Although these ratings of scholarly eminence are open to con-
siderable debate, the data should give you some idea of the
relative impact of various figures in the history of psychology.

Rank Individual Rank Points
1 B. F. Skinner 508
2 Sigmund Freud 459
3 William James 372
4 Jean Piaget 237
5 G. Stanley Hall 216
6 Wilhelm Wundt 203
7 Carl Rogers 192
8 John B. Watson 188
9 Ivan Pavlov 152
10 E. L. Thorndike 124
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CARL ROGERS
1902-1987

“It seems to me that at
bottom each person is
asking, ‘Who am |, really?
How can | get in touch
with this real self, under-
lying all my surface behav-
ior? How can | become
myself?"*”

in psychology. However, many psychologists found
these theoretical orientations unappealing. The prin-
cipal charge hurled at both schools was that they
were “dehumanizing.” Psychoanalytic theory was at-
tacked for its belief that behavior is dominated by
primitive, sexual urges. Behaviorism was criticized
for its preoccupation with the study of simple ani-
mal behavior. Both theories were criticized because
they suggested that people are not masters of their
own destinies. Above all, many people argued, both
schools of thought failed to recognize the unique
qualities of human behavior.

Beginning in the 1950s, the diverse opposition to
behaviorism and psychoanalytic theory blended into
a loose alliance that eventually became a new school
of thought called “humanism” (Biihler & Allen, 1972).
In psychology, humanism is a theoretical orienta-
tion that emphasizes the unique qualities of hu-
mans, especially their freedom and their potential
for personal growth. Some of the key differences
among the humanistic, psychoanalytic, and behav-
ioral viewpoints are summarized in Table 1.1, which
compares six influential contemporary theoretical
perspectives in psychology.

Humanists take an optimistic view of human na-
ture. They maintain that people are not pawns of ei-
ther their animal heritage or environmental circum-
stances. Furthermore, they say, because humans are
fundamentally different from other animals, research
on animals has little relevance to the understanding

of human behavior. The most prominent architects
of the humanistic movement have been Carl Rogers
(1902-1987) and Abraham Maslow (1908-1970).
Rogers (1951) argued that human behavior is gov-
erned primarily by each individual’s sense of self, or
“self-concept”—which animals presumably lack. Both
he and Maslow (1954) maintained that to fully un-
derstand people’s behavior, psychologists must take
into account the fundamental human drive toward
personal growth. They asserted that people have a
basic need to continue to evolve as human beings
and to fulfill their potentials. In fact, the humanists
argued that many psychological disturbances are the
result of thwarting these uniquely human needs.
Fragmentation and dissent have reduced the in-
fluence of humanism in recent decades, although
some advocates are predicting a renaissance for the
humanistic movement (Taylor, 1999). To date, the
humanists’ greatest contribution to psychology has
probably been their innovative treatments for psy-
chological problems and disorders. More generally,
the humanists have argued eloquently for a different
picture of human nature than those implied by psy-
choanalysis and behaviorism (Wertz, 1998).

© REVIEW OF KEY POINTS

@ Behaviorists, led by John B. Watson, argued that psychology
should study only observable behavior. Thus, they cam-
paigned to redefine psychology as the science of behavior.

Table 1.1 Overview of Six Contemporary Theoretical Perspectives in Psychology

Perspective and Its Principal
Influential Period Contributors Subject Matter Basic Premise

Behavioral

John B. Watson

Effects of environment

Only observable events (stimulus-response
relations) can be studied scientifically.

Unconscious motives and experiences in
early childhood govern personality and mental
disorders.

(1913-present) Ivan Pavlov on the overt behavior of
B. F. Skinner humans and animals
Psychoanalytic Sigmund Freud Unconscious determinants
(1900-present) Carl Jung of behavior
Alfred Adler
Humanistic Carl Rogers Unique aspects of human

(1950s—present)

Cognitive
(1950s—present)

Abraham Maslow

Jean Piaget
Noam Chomsky
Herbert Simon

experience

Thoughts; mental

processes

Physiological bases of
behavior in humans and

Biological James Olds
(1950s—present) Roger Sperry
David Hubel animals

Evolutionary David Buss Evolutionary bases of
(1980s—present) Martin Daly behavior in humans and
Margo Wilson animals
Leda Cosmides
John Tooby
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Torsten Wiesel

Humans are free, rational beings with the
potential for personal growth, and they are
fundamentally different from animals.

Human behavior cannot be fully understood
without examining how people acquire, store,
and process information.

An organism’s functioning can be explained in
terms of the bodlily structures and biochemical
processes that underlie behavior.

Behavior patterns have evolved to solve adaptive
problems; natural selection favors behaviors that
enhance reproductive success.
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@ Emphasizing the importance of the environment over hered-
ity, the behaviorists began to explore stimulus-response
relationships, often using laboratory animals as subjects.

@ The influence of behaviorism was boosted greatly by B. F.
Skinner’s research. Like Watson before him, Skinner asserted
that psychology should study only observable behavior.

@ Working with laboratory rats and pigeons, Skinner demon-
strated that organisms tend to repeat responses that lead
to positive consequences and not to repeat responses that
lead to neutral or negative consequences.

@ Based on the belief that all behavior is fully governed by
external stimuli, Skinner argued in Beyond Freedom and
Dignity that free will is an illusion. His ideas were controver-
sial and often misunderstood.

@ Finding both behaviorism and psychoanalysis unsatisfactory,
advocates of a new theoretical orientation called human-
ism became influential in the 1950s. Humanism, led by
Abraham Maslow and Carl Rogers, emphasized the unique
qualities of human behavior and humans’ freedom and
potential for personal growth.

concept check 1.2 (w

Understanding the Implications
of Major Theories: Watson, Skinner,
and Rogers

Check your understanding of the implications of some
of the major theories reviewed in this chapter by indi-
cating who is likely to have made each of the state-
ments quoted below. Choose from the following:
(a) John B. Watson, (b) B. F. Skinner, and (c) Carl
Rogers. You'll find the answers in Appendix A at the
back of the book.

1. “In the traditional view, a person is
free. . . . He can therefore be held re-
sponsible for what he does and justly pun-
ished if he offends. That view, together
with its associated practices, must be
reexamined when a scientific analysis
reveals unsuspected controlling relations
between behavior and environment.”

2. “l do not have a Pollyanna view of human
nature. . . . Yet one of the most refresh-
ing and invigorating parts of my experi-
ence is to work with [my clients] and to
discover the strongly positive directional
tendencies which exist in them, as in all
of us, at the deepest levels.”

3. “Our conclusion is that we have no
real evidence of the inheritance of traits.
I would feel perfectly confident in the
ultimately favorable outcome of careful
upbringing of a healthy, well-formed
baby born of a long line of crooks, mur-
derers and thieves, and prostitutes.”

Psychology Comes of Age
as a Profession 2l

erek

The 1950s also saw psychology come of age as a pro-
fession. As you know, psychology is not all pure sci-
ence. It has a highly practical side. Many psycholo-
gists provide a variety of professional services to the
public. Their work falls within the domain of applied
psychology, the branch of psychology concerned
with everyday, practical problems. This branch of
psychology, so prominent today, was actually slow
to develop. Although a small number of early psy-
chologists dabbled in various areas of applied psy-
chology, it remained on the fringes of mainstream
psychology until World War II (Benjamin et al., 2003).

The first applied arm of psychology to achieve
any prominence was clinical psychology. As practiced
today, clinical psychology is the branch of psychol-
ogy concerned with the diagnosis and treatment
of psychological problems and disorders. In the
early days, however, the emphasis was almost exclu-
sively on psychological testing and adjustment prob-
lems in schoolchildren. Although the first psycho-
logical clinic was established as early as 1896, by
1937 only about one in five members of the Ameri-
can Psychological Association reported an interest in
clinical psychology (Goldenberg, 1983). Clinicians
were a small minority in a field devoted primarily to
research.

That picture was about to change with dramatic
swiftness. During World War II (1939-1945), many
academic psychologists were pressed into service as
clinicians. They were needed to screen military re-
cruits and to treat soldiers suffering from trauma.
Many of these psychologists (often to their surprise)
found the clinical work to be challenging and re-
warding, and a substantial portion continued to do
clinical work after the war. More significant, some
40,000 American veterans returned to seek postwar
treatment in Veterans Administration (VA) hospitals
for their psychological scars. With the demand for
clinicians far greater than the supply, the VA stepped
in to finance many new training programs in clini-
cal psychology. These programs, emphasizing train-
ing in the treatment of psychological disorders as well
as psychological testing, proved attractive. Within a
few years, about half the new Ph.D.’s in psychology
were specializing in clinical psychology and most
went on to offer professional services to the public
(Goldenberg, 1983). Assessing the impact of World
War II, Routh and Reisman (2003) characterize it as
“a watershed in the history of clinical psychology. In
its aftermath, clinical psychology received something
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PREVIEW QUESTIONS

@

What events stimulated
the development of
applied psychology and
clinical psychology?
What is the cognitive
perspective, and

when did it become
important?

What is the biologi-

cal perspective, and
when did it become
important?

Why did psychology
ignore cultural variables
for many years?

What events sparked
psychology’s increased
interest in cultural
factors?

What is the basic
premise of evolutionary
psychology?
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it had not received before: enormous institutional
support” (p. 345). Thus, during the 1940s and 1950s
the prewar orphan of applied/professional psychol-
ogy rapidly matured into a robust, powerful adult.

In the halls of academia, many traditional research
psychologists were alarmed by the professionalization
of the field. They argued that the energy and resources
previously devoted to research would be diluted. Be-
cause of conflicting priorities, tensions between the
research and professional arms of psychology have
continued to grow. Although the American Psycho-
logical Association has worked diligently to repre-
sent both the scientific and professional branches of
psychology, many researchers complained that the
APA had come to be dominated by clinicians. In 1988
this rift stimulated some research psychologists to
form a new organization, the American Psychologi-
cal Society (APS), to serve exclusively as an advocate
for the science of psychology.

Image Not Available

World War I and World War II played a major role in the
growth of applied psychology, as psychologists were forced
to apply their expertise to practical problems, such as
ability testing and training. The top photo shows military
personnel working on one of a series of tests devised to aid
in the selection of air crew trainees during World War I1.
The bottom photo shows a booklet sold to help recruits
prepare for the Army General Classification Test and
other related tests. Its popularity illustrates the impor-
tance attached to the military’s mental testing progam.

®
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Despite the conflicts, the professionalization of
psychology has continued at a steady pace. In fact,
the trend has spread into additional areas of psychol-
ogy. Today the broad umbrella of applied psychology
covers a variety of professional specialties, including
school psychology, industrial and organizational psy-
chology, and counseling psychology. Whereas psy-
chologists were once almost exclusively academics,
the vast majority of today’s psychologists devote
their time to providing professional services.

Psychology Returns to Its
Roots: Renewed Interest AL
in Cognition and Physiology ﬂa

While applied psychology blossomed in the 1950s,
research in psychology continued to evolve. Ironi-
cally, two trends that emerged in the 1950s and 1960s
represented a return to psychology’s 19th century
roots, when psychologists were principally interested
in consciousness and physiology. Since the 1950s and
1960s, psychologists have shown a renewed interest
in consciousness (now called “cognition”) and the
physiological bases of behavior.

Cognition refers to the mental processes involved
in acquiring knowledge. In other words, cognition
involves thinking or conscious experience. For many
decades, the dominance of behaviorism discouraged
investigation of “unobservable” mental processes, and
most psychologists showed little interest in cognition
(Mandler, 2002). During the 1950s and 1960s, how-
ever, research on cognition slowly began to emerge
(Miller, 2003). The research of Swiss psychologist Jean
Piaget (1954) focused increased attention on the study
of children’s cognitive development, while the work
of Noam Chomsky (1957) elicited new interest in the
psychological underpinnings of language. Around
the same time, Herbert Simon and his colleagues
(Newell, Shaw, & Simon, 1958) began influential,
groundbreaking research on problem solving that
eventually led to a Nobel prize for Simon (in 1978).
These advances sparked a surge of interest in cogni-
tive processes.

Since then, cognitive theorists have argued that
psychology must study internal mental events to fully
understand behavior (Gardner, 1985; Neisser, 1967).
Advocates of the cognitive perspective point out that
people’s manipulations of mental images surely in-
fluence how they behave. Consequently, focusing ex-
clusively on overt behavior yields an incomplete pic-
ture of why individuals behave as they do. Equally
important, psychologists investigating decision mak-
ing, reasoning, and problem solving have shown that
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methods can be devised to study cognitive processes
scientifically. Although the methods are different
from those used in psychology’s early days, modern
research on the inner workings of the mind has put
the psyche back in psychology. In fact, many observers
maintain that the cognitive perspective has become
the dominant perspective in contemporary psychol-
ogy—and some interesting data support this asser-
tion, as can be seen in Figure 1.4 (Robins, Gosling, &
Craik, 1999).

The 1950s and 1960s also saw many important dis-
coveries that highlighted the interrelations among
mind, body, and behavior (Thompson & Zola, 2003).
For example, Canadian psychologist James Olds
(1956) demonstrated that electrical stimulation of the
brain could evoke emotional responses such as plea-
sure and rage in animals. Other work, which eventu-
ally earned a Nobel prize for Roger Sperry (in 1981),
showed that the right and left halves of the brain are
specialized to handle different types of mental tasks
(Gazzaniga, Bogen, & Sperry, 1965). The 1960s also
brought the publication of David Hubel and Torsten
Wiesel’s (1962, 1963) Nobel prize-winning work on
how visual signals are processed in the brain.

These and many other findings stimulated an in-
crease in research on the biological bases of behav-
ior. Advocates of the biological perspective maintain
that much of human and animal behavior can be ex-
plained in terms of the bodily structures and bio-
chemical processes that allow organisms to behave.
In the 19th century the young science of psychology
had a heavy physiological emphasis. Thus, the recent
interest in the biological bases of behavior represents
another return to psychology’s heritage.

Although adherents of the cognitive and biologi-
cal perspectives haven’t done as much organized cam-
paigning for their viewpoints as the proponents of
the older schools of thought, these newer perspec-
tives have become important theoretical orientations
in modern psychology. They are increasingly influ-
ential regarding what psychology should study and
how. The cognitive and biological perspectives are
compared to other contemporary theoretical per-
spectives in Table 1.1 (see page 10).

Psychology Broadens Its
Horizons: Increased Interest sk
in Cultural Diversity Pla

Throughout psychology’s history, most researchers
have worked under the assumption that they were
seeking to identify general principles of behavior
that would be applicable to all of humanity. In real-
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1986 1992 1996

The relative prominence of three major schools of thought in psychology. To esti-
mate the relative influence of various theoretical orientations in recent decades, Robins, Gosling, and
Craik (1999) analyzed the subject matter of four prestigious general publications in psychology, mea-
suring the percentage of articles relevant to each school of thought. Obviously, their approach is just
one of many ways one might gauge the prominence of various theoretical orientations in psychol-
ogy. Nonetheless, the data are thought provoking. Their findings suggest that the cognitive perspec-
tive surpassed the behavioral perspective in influence sometime around 1970. As you can see, the
psychoanalytic perspective has always had a modest impact on the mainstream of psychology.

Source: Adapted from Robins, R. W., Gosling, S. D., & Craik, K. H. (1999). An empirical analysis of trends in psychology. American
Psychologist, 54, 117-128. Copyright © 1999 by the American Psychological Association. Reprinted by permission of the author.

ity, however, psychology has largely been a Western
(North American and European) enterprise with a re-
markably provincial slant (Gergen et al., 1996). The
vast preponderance of psychology’s research has
been conducted in the United States by middle- and
upper-class white psychologists who have used mostly
middle- and upper-class white males as subjects (Hall,
1997; Segall et al., 1990). Traditionally, Western psy-
chologists have paid scant attention to how well their
theories and research might apply to non-Western
cultures, to ethnic minorities in Western societies, or
even to women as opposed to men.

Why has the focus of Western psychology been so
narrow? A host of factors have probably contributed
(Albert, 1988; Segall, Lonner, & Berry, 1998). First,
cross-cultural research is costly, difficult, and time-
consuming. It has always been cheaper, easier, and
more convenient for academic psychologists to study
the middle-class white students enrolled in their
schools. Second, some psychologists worry that cul-
tural comparisons may inadvertently foster stereo-
types of various cultural groups, many of whom al-
ready have a long history of being victimized by
prejudice. Third, ethnocentrismm—the tendency to
view one’s own group as superior to others and
as the standard for judging the worth of foreign
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ways—may have contributed to Western psycholo-
gists’ lack of interest in other cultures.

Despite these considerations, in recent years West-
ern psychologists have begun to recognize that their
neglect of cultural variables has diminished the value
of their work, and they are devoting increased atten-
tion to culture as a determinant of behavior. What
brought about this shift? Some of the impetus prob-
ably came from the sociopolitical upheavals of the
1960s and 1970s (Bronstein & Quina, 1988). The civil
rights movement, the women’s movement, and the
gay rights movement all raised doubts about whether
psychology had dealt adequately with human diver-
sity. Above all else, however, the new interest in cul-
ture appears attributable to two recent trends: (1) Ad-
vances in communication, travel, and international
trade have “shrunk” the world and increased global
interdependence, bringing more and more Ameri-
cans and Europeans into contact with people from
non-Western cultures, and (2) the ethnic makeup of
the Western world has become an increasingly diverse
multicultural mosaic, as the data in Figure 1.5 show
for the United States (Brislin, 2000; Hermans & Kem-
pen, 1998; Mays et al., 1996).

These realities have prompted more and more
Western psychologists to broaden their horizons and
incorporate cultural factors into their theories and
research (Adamopoulos & Lonner, 2001; Miller, 1999).
These psychologists are striving to study previously
underrepresented groups of subjects to test the gen-
erality of earlier findings and to catalog both the dif-
ferences and similarities among cultural groups. They
are working to increase knowledge of how culture is
transmitted through socialization practices and how
culture colors one’s view of the world. They are seek-
ing to learn how people cope with cultural change
and to find ways to reduce misunderstandings and

Figure 1.5

Increased cultural diversity
in the United States. The

conflicts in intercultural interactions. In addition, they
are trying to enhance understanding of how cultural
groups are affected by prejudice, discrimination, and
racism. In all these efforts, they are striving to un-
derstand the unique experiences of culturally diverse
people from the point of view of those people. These ef-
forts to ask new questions, study new groups, and
apply new perspectives promise to enrich the disci-
pline of psychology in the 21st century (Lehman,
Chiu, & Schaller, 2004; Matsumoto, 2003; Sue, 2003).

Psychology Adapts:
The Emergence of AL
Evolutionary Psychology Pla

Another relatively recent development in psychology
has been the emergence of evolutionary psychology as
an influential theoretical perspective. Evolutionary
psychologists assert that the patterns of behavior
seen in a species are products of evolution in the
same way that anatomical characteristics are. Evolu-
tionary psychology examines behavioral processes
in terms of their adaptive value for members of a
species over the course of many generations. The
basic premise of evolutionary psychology is that nat-
ural selection favors behaviors that enhance organ-
isms’ reproductive success—that is, passing on genes
to the next generation. Thus, if a species is highly ag-
gressive, evolutionary psychologists argue that it’s
because aggressiveness conveys a survival or repro-
ductive advantage for members of that species, so
genes that promote aggressiveness are more likely to
be passed on to the next generation. Although evo-
lutionary psychologists have a natural interest in an-
imal behavior, they have not been bashful about an-
alyzing the evolutionary bases of human behavior.

1980s and 1990s brought signifi-

cant changes in the ethnic makeup . .

of the United States. During the African Americans
1990s, the nation’s Hispanic pop-
ulation grew by 45% and its Asian
American population grew by
49%, while the white population Native Americans
increased by only 6%. Experts
project that ethnic minorities will
account for over one-third of the
U.S. population within the next
few decades. These realities have
contributed to psychologists’ in-
creased interest in cultural factors
as determinants of behavior. (Data Vietnamese Americans
from U.S. Bureau of the Census)

Ethnic group pggl?ﬁtlijéfl' Growth (%), 1990-2000
20 40 60 80 100 120
34,658,000 ‘ ‘
Mexican Americans 20,641,000
Puerto Rican Americans 3,406,000
2,476,000
Chinese Americans 2,433,000
Filipino Americans 1,850,000
Asian Indian Americans 1,679,000
Cuban Americans 1,242,000
1,123,000
Korean Americans 1,077,000

CHAPTER 1
COPYRIGHT © Wadsworth, a division of Thomson Learning, Inc. Thomson

Learning™ is a trademark used herein under license



As La Cerra and Kurzban (19995) put it, “The human
mind was sculpted by natural selection, and it is this
evolved organ that constitutes the subject matter of
psychology” (p. 63).

Looking at behavioral patterns in terms of their
evolutionary significance is not an entirely new idea
(Graziano, 1995). As noted earlier, William James and
other functionalists were influenced by Darwin’s con-
cept of natural selection over a century ago. Until the
1990s, however, applications of evolutionary con-
cepts to psychological processes were piecemeal, half-
hearted, and not particularly well received. The 1960s
and 1970s brought major breakthroughs in the field
of evolutionary biology (Hamilton, 1964; Trivers,
1971, 1972; Williams, 1966), but these advances had
little immediate impact in psychology. The situation
began to change in the 1980s. A growing cadre of
evolutionary psychologists, led by David Buss (1985,
1988, 1989), Martin Daly and Margo Wilson (1985,
1988), and Leda Cosmides and John Tooby (Cosmides
& Tooby, 1989; Tooby & Cosmides, 1989), published
widely cited studies on a broad range of topics, in-
cluding mating preferences, jealousy, aggression,
sexual behavior, language, decision making, person-
ality, and development. By the mid-1990s, it became
clear that psychology was witnessing the birth of its
first major, new theoretical perspective since the cog-
nitive revolution in the 1950s and 1960s.

As with all prominent theoretical perspectives in
psychology, evolutionary theory has its critics (Gould,
1993; Lickliter & Honeycutt, 2003; Plotkin, 2004;
Rose & Rose, 2000). Among other things, they argue
that many evolutionary hypotheses are untestable
and that evolutionary explanations are post hoc,
speculative accounts for obvious behavioral phe-
nomena (see the Critical Thinking Application for
this chapter). However, evolutionary psychologists
have articulated persuasive rebuttals to these and
other criticisms (Bereczkei, 2000; Buss & Reeve, 2003;
Conway & Schaller, 2002), and the evolutionary per-
spective has become increasingly influential.

Psychology Moves
in a Positive Direction Ala

ijek
oAl

Shortly after Martin Seligman was elected president
of the American Psychological Association in 1997,
he experienced a profound insight that he character-
ized as an “epiphany.” This pivotal insight came from
an unusual source—Seligman’s 5-year-old daughter,
Nikki. She scolded her overachieving, task-oriented
father for being “grumpy” far too much of the time.
Provoked by his daughter’s criticism, Seligman sud-
denly realized that his approach to life was overly

and unnecessarily negative. More important, he rec-
ognized that the same assessment could be made of
the field of psychology—that, it too, was excessively
and needlessly negative in its approach (Seligman,
2003). This revelation inspired Seligman to launch
a new initiative within psychology that came to be
known as the positive psychology movement.

Seligman went on to argue convincingly that the
field of psychology had historically devoted too much
attention to pathology, weakness, damage, and ways
to heal suffering. He acknowledged that this approach
had yielded valuable insights and progress, but he
argued that it also resulted in an unfortunate neglect
of the forces that make life worth living. Seligman
convened a series of informal meetings with influen-
tial psychologists and then more formal conferences
to gradually outline the philosophy and goals of pos-
itive psychology. Other major architects of the posi-
tive psychology movement have included Mihaly
Csikszentmihalyi (2000), Christopher Peterson (2000),
and Barbara Fredrickson (2002). Like humanism be-
fore it, positive psychology seeks to shift the field’s
focus away from negative experiences. As Seligman
and Csikszentmihalyi (2000) put it, “The aim of pos-
itive psychology is to begin to catalyze a change in
the focus of psychology from preoccupation with
only repairing the worst things in life to also build-
ing positive qualities” (p. 5). Thus, positive psychol-
ogy uses theory and research to better understand
the positive, adaptive, creative, and fulfilling as-
pects of human existence.

The emerging field of positive psychology has
three areas of interest (Seligman, 2003). The first is
the study of positive subjective experiences, or positive
emotions, such as happiness, love, gratitude, con-
tentment, and hope. The second focus is on positive
individual traits—that is, personal strengths and vir-
tues. Theorists are working to identify, classify, and
analyze the origins of human strengths and virtues,
such as courage, perseverance, nurturance, tolerance,
creativity, integrity, and kindness. The third area of
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The praying mantis has an
astonishing ability to blend
in with its environment, along
with remarkably acute hear-
ing and vision that permit it
to detect prey up to 60 feet
away and powerful jaws that
allow it to devour its prey.
They are so deadly they will
eat each other, which makes
sex quite a challenge, but
males have evolved a reflex
module that allows them to
copulate successfully while
being eaten (even after de-
capitation)! These physical
characteristics obviously rep-
resent adaptations that have
been crafted by natural selec-
tion over the course of millions
of generations. Evolutionary
psychologists maintain that
many patterns of behavior
seen in various species are
also adaptations that have
been shaped by natural
selection.

®
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interest is in positive institutions and communities.
Here the focus is on how societies can foster civil
discourse, strong families, healthy work environ-
ments, and supportive neighborhood communities.

Although it has proven far less controversial than
evolutionary psychology, positive psychology has its
critics. For example, Richard Lazarus (2003) has ar-
gued that dividing human experience into positive
and negative domains is an oversimplification and
that the line between them is not as clear and obvi-
ous as most have assumed. Lazarus expresses concern
that positive psychology may be little more than
“one of the many fads that come and go in our field”
(p- 93). Only time will tell, as positive psychology is
still in its infancy. It will be fascinating to see whether
and how this new movement reshapes psychology’s
research priorities and theoretical interests in the
years to come.

Our review of psychology’s past has shown the
field’s evolution. We have seen psychology develop
from philosophical speculation into a rigorous sci-
ence committed to research. We have seen how a
highly visible professional arm involved in mental
health services emerged from this science. We have
seen how psychology’s focus on physiology is rooted
in its 19th-century origins. We have seen how and
why psychologists began conducting research on
lower animals. We have seen how psychology has
evolved from the study of mind and body to the
study of behavior. And we have seen how the inves-
tigation of mind and body has been welcomed back
into the mainstream of modern psychology. We have
seen how various theoretical schools have defined
the scope and mission of psychology in different
ways. We have seen how psychology’s interests have

> Psychology Today:Vigorous and Diversified

expanded and become increasingly diverse. Above
all else, we have seen that psychology is a growing,
evolving intellectual enterprise.

Psychology’s history is already rich, but its story
has barely begun. The century or so that has elapsed
since Wilhelm Wundt put psychology on a scientific
footing is only an eyeblink of time in human history.
What has been discovered during those years, and
what remains unknown, is the subject of the rest of
this book.

© REVIEW OF KEY POINTS

@ Stimulated by the demands of World War II, clinical psy-
chology grew rapidly in the 1950s. Thus, psychology
became a profession as well as a science. This movement
toward professionalization eventually spread to other
areas in psychology.

@ During the 1950s and 1960s advances in the study of
cognition led to renewed interest in mental processes, as
psychology returned to its roots. Advocates of the cogni-
tive perspective argue that human behavior cannot be fully
understood without considering how people think.

@ The 1950s and 1960s also saw advances in research on the
physiological bases of behavior. Advocates of the biological
perspective assert that human and animal behavior can be
explained in terms of the bodily structures and biochemical
processes that allow organisms to behave.

@ In the 1980s, Western psychologists, who had previously
been rather provincial, developed a greater interest in how
cultural factors influence behavior. This trend was sparked
in large part by growing global interdependence and by
increased cultural diversity in Western societies.

@ The 1990s witnessed the emergence of a new theoretical
perspective called evolutionary psychology. The central
premise of this new school of thought is that natural
selection favors behaviors that enhance reproductive
success. Around the beginning of the 21st century, the
positive psychology movement became an influential force
in psychology.

PREVIEW QUESTIONS

@ What evidence sug-
gests that psychology
is a vigorous, growing
discipline?

@ What are the main
areas of research in
psychology?

@ What are the four
professional specialties
in psychology?

@ How do clinical psy-
chology and psychiatry
differ?

We began this chapter with an informal description
of what psychology is about. Now that you have a
feel for how psychology has developed, you can bet-
ter appreciate a definition that does justice to the
field’s modern diversity: Psychology is the science
that studies behavior and the physiological and
cognitive processes that underlie it, and it is the
profession that applies the accumulated knowl-
edge of this science to practical problems.
Contemporary psychology is a thriving science
and profession. Its growth has been remarkable. One
simple index of this growth is the dramatic rise in
membership in the American Psychological Associa-

CHAPTER 1
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tion. Figure 1.6 shows that APA membership has in-
creased ninefold since 1950. In the United States,
psychology is the second most popular undergradu-
ate major, and the field accounts for about 9% of all
doctoral degrees awarded in the sciences and hu-
manities. The comparable figure in 1945 was only
4% (Howard et al., 1986). Of course, psychology is
an international enterprise. Today, over 1900 techni-
cal journals from all over the world publish research
articles on psychology. Thus, by any standard of mea-
surement—the number of people involved, the num-
ber of degrees granted, the number of journals pub-
lished—psychology is a healthy, growing field.
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Figure 1.6

Membership in the American Psychological Associa-
tion, 1900-2004. The steep rise in the number of psycholo-
gists in the APA since 1950 testifies to psychology’s remarkable
growth as a science and a profession. If graduate student mem-
bers are also counted, the APA has over 155,000 members.
(Adapted from data published by the American Psychological
Association, by permission.)

Psychology’s vigorous presence in modern society
is also demonstrated by the great variety of settings in
which psychologists work. Psychologists were once
found almost exclusively in the halls of academia.
Today, however, colleges and universities are the pri-
mary work setting for fewer than 30% of American
psychologists. The remaining 70% work in hospitals,
clinics, police departments, research institutes, gov-
ernment agencies, business and industry, schools,
nursing homes, counseling centers, and private prac-
tice. Figure 1.7 shows the distribution of psycholo-
gists employed in various categories of settings.

Clearly, contemporary psychology is a multifac-
eted field, a fact that is especially apparent when we
consider the many areas of specialization in both the
science and the profession of psychology.

Research Areas in Psychology

Although most psychologists receive broad training
that provides them with knowledge about many
areas of psychology, they usually specialize when it
comes to doing research. Such specialization is nec-
essary because the subject matter of psychology has
become so vast over the years. Today it is virtually
impossible for anyone to stay abreast of the new re-
search in all specialties. Specialization is also neces-
sary because specific skills and training are required
to do research in some areas.

Other Colleges and
Elementary  8.5% universities
28.0%

and secondary
schools
4.2%

Business and

government
6.3%
Hospitals and
Private 1o
X clinics
pracice 19.4%
. (]
Figure 1.7

Employment of psychologists by setting. The work
settings in which psychologists are employed have become very
diverse. Survey data on the primary employment setting of APA
members indicates that one-third are in private practice (com-
pared to 12% in 1976) and only 28% work in colleges and
universities (compared to 47% in 1976). These data may slightly
underestimate the percentage of psychologists in academia,
given the competition between APA and APS to represent
research psychologists. (Based on 2000 APA Directory Survey)

The seven major research areas in modern psy-
chology are (1) developmental psychology, (2) social
psychology, (3) experimental psychology, (4) physi-
ological psychology, (5) cognitive psychology, (6) per-
sonality, and (7) psychometrics. Figure 1.8 on the
next page describes these areas briefly and shows the
percentage of research psychologists in the APA who
identify each area as their primary interest. As you can
see, social psychology and developmental psychol-
ogy have become especially active areas of research.

Professional Specialties
in Psychology

Applied psychology consists of four clearly identi-
fied areas of specialization: (1) clinical psychology,
(2) counseling psychology, (3) educational and school
psychology, and (4) industrial and organizational
psychology. Descriptions of these specialties can be
found in Figure 1.9 on the next page, along with the
percentage of professional psychologists in the APA
who are working in each area. As the graphic indi-
cates, clinical psychology is the most prominent and
widely practiced professional specialty in the field.

The data in Figure 1.8 and Figure 1.9 are based
on APA members’ reports of their single, principal
area of specialization. However, many psychologists
work on both research and application. Some aca-
demic psychologists work as consultants, therapists,
and counselors on a part-time basis. Similarly, some
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American Psychological
Association (APA)

The APA website is a
treasure trove of resources
on psychology in all its rich
diversity. The section for
the public includes elec-
tronic pamphlets on prac-
tical topics such as depres-
sion, aging, and anger. A
wealth of information on
career possibilities in the
field is also available here.
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Marky Lloyd'’s

Career Page

For those who think they
might want to find a job
or career in psychology or
a related field, Marky Lloyd
of Georgia Southern Uni-
versity has put together

a fine set of resources to
help in both planning and
making choices.




Figure 1.8

Major research areas in
contemporary psychol-
0gy. Most research psychol-
ogists specialize in one of the
seven broad areas described
here. The figures in the pie
chart reflect the percentage
of academic and research
psychologists belonging to
APA who identify each area
as their primary interest.
(Based on 2000 APA Direc-
tory Survey)

Figure 1.9

Principal professional
specialties in contempo-
rary psychology. Most
psychologists who deliver
professional services to the
public specialize in one of
the four areas described here.
The figures in the pie chart
reflect the percentage of APA
members delivering profes-
sional services who identify

Physiological 9.7%
Social 21.1%

Psychometrics 4.8%
Personality 4.2%
Cognitive 7.7%

Developmental 23.4% Experimental 12.6%

Other 16.5%

Developmental Looks at human development across the life span. Developmental psychology once focused primarily on
psychology child development, but today devotes a great deal of research to adolescence, adulthood, and old age.
Social Focuses on interpersonal behavior and the role of social forces in governing behavior. Typical topics include
psychology attitude formation, attitude change, prejudice, conformity, attraction, aggression, intimate relationships,

and behavior in groups.

Clinical 68.8%

Other 2.3%

Industrial/
organizational 5.7%

Educational/school 8.4% Counseling 14.8%

each area as their chief spe- Specialty Focus of professional practice
cialty. (Based on 2000 APA
Directory Survey)
Counseling Counseling psychology overlaps with clinical psychology in that specialists in both areas engage in similar
psychology activities—interviewing, testing, and providing therapy. However, counseling psychologists usually work
with a somewhat different clientele, providing assistance to people struggling with everyday problems of
moderate severity. Thus, they often specialize in family, marital, or career counseling.
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applied psychologists conduct basic research on issues
related to their specialty. For example, many clinical
psychologists are involved in research on the nature
and causes of abnormal behavior.

Some people are confused about the difference
between clinical psychology and psychiatry. The con-
fusion is understandable, as both clinical psycholo-
gists and psychiatrists are involved in analyzing and
treating psychological disorders. Although some
overlap exists between the two professions, the train-
ing and educational requirements for the two are
quite different. Clinical psychologists go to graduate
school to earn one of several doctoral degrees (Ph.D.,
Ed.D., or Psy.D.) in order to enjoy full status in their
profession. Psychiatrists go to medical school for their
postgraduate education, where they receive gen-
eral training in medicine and earn an M.D. degree.
They then specialize by completing residency train-
ing in psychiatry at a hospital. Clinical psychologists
and psychiatrists also differ in the way they tend to
approach the treatment of mental disorders, as we
will see in Chapter 15. To summarize, psychiatry is a
branch of medicine concerned with the diagnosis

and treatment of psychological problems and dis-
orders. In contrast, clinical psychology takes a non-
medical approach to such problems.

© REVIEW OF KEY POINTS

@ Contemporary psychology is a diversified science and
profession that has grown rapidly in recent decades. The
main work settings for contemporary psychologists are
(1) private practice, (2) colleges and universities, and
(3) hospitals and clinics.

@ Major areas of research in modern psychology include
developmental psychology, social psychology, experimen-
tal psychology, physiological psychology, cognitive psy-
chology, personality, and psychometrics.

@ Applied psychology encompasses four professional special-
ties: clinical psychology, counseling psychology, educational
and school psychology, and industrial and organizational
psychology.

@ Although clinical psychology and psychiatry share some
of the same interests, they are different professions with
different types of training. Psychiatrists are physicians who
specialize in the diagnosis and treatment of mental disor-
ders, whereas clinical psychologists take a nonmedical
approach to psychological problems.

B
Web Link 1.7 g \
4

A Student’s Guide to
Careers in the Helping
Professions

Written by Melissa J. Hime-
line of the University of
North Carolina at Asheville,
this online guide provides
detailed career information
for 15 of the most impor-
tant helping professions
that psychology majors
often consider entering.

> Seven Unifying Themes

The enormous breadth and diversity of psychology
make it a challenging subject for the beginning stu-
dent. In the pages ahead you will be introduced to
many areas of research and a multitude of ideas, con-
cepts, and principles. Fortunately, ideas are not all
created equal. Some are far more important than
others. In this section, I will highlight seven funda-
mental themes that will reappear in a number of
variations as we move from one area of psychology
to another in this text. You have already met some
of these key ideas in our review of psychology’s past
and present. Now we will isolate them and highlight
their significance. In the remainder of the book these
ideas serve as organizing themes to provide threads
of continuity across chapters and to help you see the
connections among the various areas of research in
psychology.

In studying psychology, you are learning about
both behavior and the scientific discipline that in-
vestigates it. Accordingly, our seven themes come in
two sets. The first set consists of statements high-
lighting crucial aspects of psychology as a way of
thinking and as a field of study. The second set con-
sists of broad generalizations about psychology’s sub-
ject matter: behavior and the cognitive and physio-
logical processes that underlie it.

Themes Related to Psychology
as a Field of Study

Looking at psychology as a field of study, we see three
crucial ideas: (1) psychology is empirical, (2) psychol-
ogy is theoretically diverse, and (3) psychology evolves
in a sociohistorical context. Let’s look at each of these

ideas in more detail.
Theme 1: Psychology Is Empirical

Everyone tries to understand behavior. Most of us
have our own personal answers to questions such as
why some people are hard workers, why some are
overweight, and why others stay in demeaning rela-
tionships. If all of us are amateur psychologists, what
makes scientific psychology different? The critical
difference is that psychology is empirical. This aspect
of psychology is fundamental, and virtually every
page of this book reflects it.

What do we mean by empirical? Empiricism is
the premise that knowledge should be acquired
through observation. This premise is crucial to the
scientific method that psychology embraced in the
late 19th century. To say that psychology is empiri-
cal means that its conclusions are based on direct ob-
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PREVIEW QUESTIONS

@ What is the purpose of the
text’s unifying themes?

@ What are the first three
themes that elucidate the
nature of psychology?

@ What are the remaining
four themes that empha-
size crucial insights about
behavior?
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Encyclopedia of
Psychology

This “encyclopedia,” devel-
oped by psychology fac-
ulty at Jacksonville State
University, is actually a
collection of over 2000
links to webpages around
the world on psychologi-
cal matters. The links re-
lated to the history of the
field and careers in psy-
chology are extensive, as
are the links relating to
theories and publications
in psychology.
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servation rather than on reasoning, speculation, tra-
ditional beliefs, or common sense. Psychologists are
not content with having ideas that sound plausible.
They conduct research to test their ideas. Is intelli-
gence higher, on average, in some social classes than
in others? Are men more aggressive than women?
Psychologists find a way to make direct, objective,
and precise observations to answer such questions.

The empirical approach requires a certain atti-
tude—a healthy brand of skepticism. Empiricism is a
tough taskmaster. It demands data and documenta-
tion. Psychologists’ commitment to empiricism means
that they must learn to think critically about gener-
alizations concerning behavior. If someone asserts
that people tend to get depressed around Christmas,
a psychologist is likely to ask, “How many people get
depressed? In what population? In comparison to
what baseline rate of depression? How is depression
defined?” Their skeptical attitude means that psychol-
ogists are trained to ask, “Where’s the evidence? How
do you know?” If psychology’s empirical orientation
rubs off on you (and I hope it does), you will be asking
similar questions by the time you finish this book.
Theme 2: Psychology Is

Theoretically Diverse E

Although psychology is based on observation, a
string of unrelated observations would not be terri-
bly enlightening. Psychologists do not set out to just
collect isolated facts; they seek to explain and under-
stand what they observe. To achieve these goals they
must construct theories. A theory is a system of inter-
related ideas used to explain a set of observations.
In other words, a theory links apparently unrelated
observations and tries to explain them. As an exam-
ple, consider Sigmund Freud'’s observations about
slips of the tongue, dreams, and psychological dis-
turbances. On the surface, these observations appear
unrelated. By devising the concept of the unconscious,
Freud created a theory that links and explains these
seemingly unrelated aspects of behavior.

Our review of psychology’s past should have made
one thing abundantly clear: Psychology is marked by
theoretical diversity. Why do we have so many com-
peting points of view? One reason is that no single
theory can adequately explain everything that is
known about behavior. Sometimes different theories
focus on different aspects of behavior—that is, dif-
ferent collections of observations. Sometimes there
is simply more than one way to look at something. Is
the glass half empty or half full? Obviously, it is both.
To take an example from another science, physicists
wrestled for years with the nature of light. Is it a wave,
or is it a particle? In the end, scientists found it use-
ful to think of light sometimes as a wave and some-
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times as a particle. Similarly, if a business executive
lashes out at her employees with stinging criticism,
is she releasing pent-up aggressive urges (a psycho-
analytic view)? Is she making a habitual response to
the stimulus of incompetent work (a behavioral view)?
Or is she scheming to motivate her employees by
using “mind games” (a cognitive view)? In some cases,
all three of these explanations might have some va-
lidity. In short, it is an oversimplification to expect
that one view has to be right while all others are
wrong. Life is rarely that simple.

Students are often troubled by psychology’s many
conflicting theories, which they view as a weakness.
However, contemporary psychologists increasingly
recognize that theoretical diversity is a strength rather
than a weakness (Hilgard, 1987). As we proceed
through this text, you will see how differing theoret-
ical perspectives often provide a more complete un-
derstanding of behavior than could be achieved by
any one perspective alone.

Theme 3: Psychology Evolves
in a Sociohistorical Context

Science is often seen as an “ivory tower” undertak-
ing, isolated from the ebb and flow of everyday life.
In reality, however, psychology and other sciences
do not exist in a cultural vacuum. Dense intercon-
nections exist between what happens in psychology
and what happens in society at large (Altman, 1990;
Braginsky, 1985; Danziger, 1990). Trends, issues, and
values in society influence psychology’s evolution.
Similarly, progress in psychology affects trends, is-
sues, and values in society. To put it briefly, psychol-
ogy develops in a sociohistorical (social and histori-
cal) context.

Our review of psychology’s past is filled with ex-
amples of how social trends have left their imprint
on psychology. In the late 19th century, psychology’s
rapid growth as a laboratory science was due, in part,
to its fascination with physics as the model disci-
pline. Thus, the spirit of the times fostered a scien-
tific approach rather than a philosophical approach
to the investigation of the mind. Similarly, Freud’s
groundbreaking ideas emerged out of a specific so-
ciohistorical context. Cultural values in Freud’s era
encouraged the suppression of sexuality. Hence, peo-
ple tended to feel guilty about their sexual urges to a
much greater extent than is common today. This sit-
uation clearly contributed to Freud’s emphasis on
unconscious sexual conflicts. As another example,
consider the impact of World War II on the develop-
ment of psychology as a profession. The rapid growth
of professional psychology was largely due to the
war-related surge in the demand for clinical services.
Hence, World War II reshaped the landscape of psy-
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chology in a remarkably short time. Finally, in recent
years we have seen how growing global interdepen-
dence and increased cultural diversity have prompted
psychologists to focus new attention on cultural fac-
tors as determinants of behavior.

If we reverse our viewpoint, we can see that psy-
chology has in turn left its mark on society. Consider,
for instance, the pervasive role of mental testing in
modern society. Your own career success may depend
in part on how well you weave your way through a
complex maze of intelligence and achievement tests
made possible (to the regret of some) by research in
psychology. As another example of psychology’s im-
pact on society, consider the influence that various
theorists have had on parenting styles. Trends in
childrearing practices have been shaped by the ideas
of John B. Watson, Sigmund Freud, B. F. Skinner, and
Carl Rogers—not to mention a host of additional
psychologists yet to be discussed. In short, society and
psychology influence each other in complex ways.
In the chapters to come, we will frequently have oc-
casion to notice this dynamic relationship.

Themes Related to
Psychology’s Subject Matter

Looking at psychology’s subject matter, we see four
additional crucial ideas: (4) behavior is determined
by multiple causes, (5) behavior is shaped by cultural
heritage, (6) heredity and environment jointly influ-
ence behavior, and (7) people’s experience of the
world is highly subjective.

Theme 4: Behavior Is Determined
by Multiple Causes

As psychology has matured, it has provided more
and more information about the forces that govern
behavior. This growing knowledge has led to a deeper
appreciation of a simple but important fact: Behav-
ior is exceedingly complex and most aspects of be-
havior are determined by multiple causes.

Although the complexity of behavior may seem
self-evident, people usually think in terms of single
causes. Thus, they offer explanations such as “An-
drea flunked out of school because she is lazy.” Or
they assert that “teenage pregnancies are increasing
because of all the sex in the media.” Single-cause ex-
planations are sometimes accurate as far as they go,
but they usually are incomplete. In general, psychol-
ogists find that behavior is governed by a complex
network of interacting factors, an idea referred to as
the multifactorial causation of behavior.

As a simple illustration, consider the multiple fac-
tors that might influence your performance in your

introductory psychology course. Relevant personal
factors might include your overall intelligence, your
reading ability, your memory skills, your motivation,
and your study skills. In addition, your grade could
be affected by numerous situational factors, includ-
ing whether you like your psychology professor,
whether you like your assigned text, whether the class
meets at a good time for you, whether your work
schedule is light or heavy, and whether you're hav-
ing any personal problems.

As you proceed through this book, you will learn
that complexity of causation is the rule rather than
the exception. If we expect to understand behav-
ior, we usually have to take into account multiple
determinants.

Theme 5: Behavior Is Shaped ﬁ
by Cultural Heritage

Among the multiple determinants of human behav-
ior, cultural factors are particularly prominent. Just
as psychology evolves in a sociohistorical context,
so, too, do individuals. People’s cultural backgrounds
exert considerable influence over their behavior.
What is culture? It’s the human-made part of the en-
vironment. More specifically, culture refers to the
widely shared customs, beliefs, values, norms, in-
stitutions, and other products of a community that
are transmitted socially across generations. Cul-
ture is a broad construct, encompassing everything
from a society’s legal system to its assumptions about
family roles, from its dietary habits to its political
ideals, from its technology to its attitudes about time,
from its modes of dress to its spiritual beliefs, and
from its art and music to its unspoken rules about
sexual liaisons. We tend to think of culture as belong-
ing to entire societies or broad ethnic groups within
societies—which it does—but the concept can also
be applied to small groups (a tiny Aboriginal tribe in
Australia, for example) and to nonethnic groups (gay/
homosexual culture, for instance).
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Cultural background has

an enormous influence on
people’s behavior, shaping
everything from modes of
dress to sexual values and
norms. Increased global inter-
dependence brings more and
more people into contact with
cultures other than their own.
This increased exposure to
diverse cultures only serves

to underscore the importance
of cultural factors.
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Much of a person’s cultural heritage is invisible
(Brislin, 2000). Assumptions, ideals, attitudes, be-
liefs, and unspoken rules exist in people’s minds and
may not be readily apparent to outsiders. Moreover,
because a cultural background is widely shared,
members feel little need to discuss it with others and
often take it for granted. For example, you probably
don’t spend much time thinking about the impor-
tance of living in rectangular rooms, trying to mini-
mize body odor, limiting yourself to one spouse at a
time, or using credit cards to obtain material goods
and services.

Although we generally fail to appreciate its influ-
ence, our cultural heritage has a pervasive impact on
our thoughts, feelings, and behavior. For example,
in North America, when people are invited to dinner
in someone’s home, they generally show their appre-
ciation of their host’s cooking efforts by eating all of
the food they are served. In India, this behavior would
be insulting to the host, as guests are expected to
leave some food on their plates. The leftover food ac-
knowledges the generosity of the host, implying that
he or she provided so much food the guest could not
eat it all (Moghaddam, Taylor, & Wright, 1993). Cul-
tures also vary in their emphasis on punctuality. In
North America, we expect people to show up for meet-
ings on time; if someone is more than 10 to 15 min-
utes late we begin to get upset. We generally strive to
be on time, and many of us are quite proud of our
precise and dependable punctuality. However, in
many Asian and Latin American countries, social
obligations that arise at the last minute are given just
as much priority as scheduled commitments. Hence,
people often show up for important meetings an hour
or two late with little remorse, and they may be quite
puzzled by the consternation of their Western visi-
tors (Brislin, 2000). These examples may seem trivial,
but as you will see in upcoming chapters, culture can
also influence crucial matters, such as educational
success, mental health, and vulnerability to physical
illnesses.

Although the influence of culture is everywhere,
generalizations about cultural groups must always be
tempered by the realization that great diversity also
exists within any society or ethnic group. Research-
ers may be able to pinpoint genuinely useful insights
about Ethiopian, Korean American, or Ukrainian cul-
ture, for example, but it would be foolish to assume
that all Ethiopians, Korean Americans, or Ukrainians
exhibit identical behavior. It is also important to re-
alize that both differences and similarities in behav-
ior occur across cultures. As we will see repeatedly,
psychological processes are characterized by both
cultural variance and invariance. Caveats aside, if we
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hope to achieve a sound understanding of human
behavior, we need to consider cultural determinants.

Theme 6: Heredity

and Environment Jointly Bg
Influence Behavior

Are individuals who they are—athletic or artistic,
quick-tempered or calm, shy or outgoing, energetic
or laid back—because of their genetic inheritance or
because of their upbringing? This question about the
importance of nature versus nurture, or heredity ver-
sus environment, has been asked in one form or an-
other since ancient times. Historically, the nature-
versus-nurture question was framed as an all-or-none
proposition. In other words, theorists argued that
personal traits and abilities are governed either en-
tirely by heredity or entirely by environment. John
B. Watson, for instance, asserted that personality and
ability depend almost exclusively on an individual’s
environment. In contrast, Sir Francis Galton, a pio-
neer in mental testing (see Chapter 9), maintained
that personality and ability depend almost entirely
on genetic inheritance.

Today, most psychologists agree that heredity and
environment are both important. A century of re-
search has shown that genetics and experience jointly
influence an individual’s intelligence, temperament,
personality, and susceptibility to many psychologi-
cal disorders (Grigerenko & Sternberg, 2003; Plomin,
2004). If we ask whether individuals are born or made,
psychology’s answer is “Both.” This does not mean
that nature versus nurture is a dead issue. Lively de-
bate about the relative influence of genetics and expe-
rience continues unabated. Furthermore, psycholo-
gists are actively seeking to understand the complex
ways in which genetic inheritance and experience
interact to mold behavior.

Theme 7: People’s Experience @
of the World is Highly Subjective

Even elementary perception—for example, of sights
and sounds—is not a passive process. People actively
process incoming stimulation, selectively focusing on
some aspects of that stimulation while ignoring oth-
ers. Moreover, they impose organization on the stim-
uli that they pay attention to. These tendencies com-
bine to make perception personalized and subjective.

The subjectivity of perception was demonstrated
nicely in a classic study by Hastorf and Cantril (1954).
They showed students at Princeton and Dartmouth
universities a film of a recent football game between
the two schools. The students were told to watch for
rules infractions. Both groups saw the same film, but
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the Princeton students “saw” the Dartmouth players
engage in twice as many infractions as the Dartmouth
students “saw.” The investigators concluded that the
game “actually was many different games and that
each version of the events that transpired was just
as ‘real’ to a particular person as other versions were
to other people” (Hastorf & Cantril, 1954). In this
study, the subjects’ perceptions were swayed by their
motives. It shows how people sometimes see what
they want to see.

Other studies reveal that people also tend to see
what they expect to see. For example, Harold Kelley
(1950) showed how perceptions of people are influ-
enced by their reputation. Kelley told students that
their class would be taken over by a new lecturer,
whom they would be asked to evaluate later. Before
the class, the students were given a short description
of the incoming instructor, with one important vari-
ation. Half the students were led to expect a “warm”
person, while the other half were led to expect a “cold”
one (see Figure 1.10). All the subjects were exposed
to the same 20 minutes of lecture and interaction
with the new instructor. However, the group of sub-
jects who expected a warm person rated the instruc-

concept check 1.3 (J

Mr. Blank is a graduate stu-
dent in the Department of
Economics and Social Science
here at M.L.T. He has had
three semesters of teaching
experience in psychology at
another college. This is his
first semester teaching Ec. 70.
He is 26 years old, a veteran,
and married. People who
know him consider him to be
a very warm person, industri-
ous, critical, practical, and
determined.

Preferred Stock and Gazette Technologies.

tor as more considerate, sociable, humorous, good
natured, informal, and humane than the subjects in
the group who had expected a cold person.

Thus, it is clear that motives and expectations
color people’s experiences. To some extent, individ-
uals see what they want to see or what they expect
to see. This subjective bias in perception turns out to
explain a variety of behavioral tendencies that would
otherwise be perplexing (Pronin, Lin, & Ross, 2002;
Pronin, Gilovich, & Ross, 2004).

Understanding the Seven Key Themes

Themes

Psychology is empirical.
Psychology is theoretically diverse.

Psychology evolves in a sociohistorical context.

1.
2.
3.
4. Behavior is determined by multiple causes.
5. Behavior is shaped by cultural heritage.

6.

7.

Vignettes

the dynamics of emotion.

biological, and social system variables.

Heredity and environment jointly influence behavior.

People’s experience of the world is highly subjective.

Check your understanding of the seven key themes introduced in the chapter by matching the vignettes with
the themes they exemplify. You'll find the answers in Appendix A.

a. Several or more theoretical models of emotion have contributed to our overall understanding of

b. According to the stress-vulnerability model, some people are at greater risk for developing certain
psychological disorders for genetic reasons. Whether these people actually develop the disorders
depends on how much stress they experience in their work, families, or other areas of their lives.

c. Physical health and illness seem to be influenced by a complex constellation of psychological,

d. One of the difficulties in investigating the effects of drugs on consciousness is that individuals tend
to have different experiences with a given drug because of their different expectations.
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Figure 1.10

Manipulating person
perception. Read the
accompanying description
of Mr. Blank carefully. If you
were about to hear him give
a lecture, would this descrip-
tion bias your perceptions
of him? You probably think
not, but when Kelley (1950)
altered one adjective in this
description (replacing the
word warm with cold), the
change had a dramatic im-
pact on subjects’ ratings of
the guest lecturer.

Source: Description from Kelley, H. H.
(1950). The warm-cold variable in
first impressions of persons. Journal

of Personality, 8, 431-439. Copyright

© 1950 by the Ecological Society of
America. Reprinted by permission.
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Human subjectivity is precisely what the scientific
method is designed to counteract. In using the sci-
entific approach, psychologists strive to make their
observations as objective as possible. In some respects,
overcoming subjectivity is what science is all about.
Left to their own subjective experience, people might
still believe that the earth is flat and that the sun re-
volves around it. Thus, psychologists are committed
to the scientific approach because they believe it is
the most reliable route to accurate knowledge.

Now that you have been introduced to the text’s
organizing themes, let’s turn to an example of how
psychological research can be applied to the chal-
lenges of everyday life. In our first Personal Applica-
tion, we'll focus on a subject that should be highly
relevant to you: how to be a successful student. In
the Critical Thinking Application that follows it, we
discuss the nature and importance of critical think-

© REVIEW OF KEY POINTS

As we examine psychology in all its many variations, we
will emphasize seven key ideas as unifying themes. First,
psychology is empirical because psychologists base their
conclusions on observation through research rather than
reasoning or common sense.

Psychology is theoretically diverse, as there are many com-
peting schools of thought in the field. This diversity has
fueled progress and is a strength rather than a weakness.
Psychology also evolves in a sociohistorical context, as
trends, issues, and values in society influence what goes
on in psychology, and vice versa.

Behavior is determined by multiple causes, as most aspects
of behavior are influenced by complex networks of inter-
acting factors. Although cultural heritage is often taken for
granted, it has a pervasive impact on people’s thoughts,
feelings, and behavior.

Lively debate about the relative importance of nature
versus nurture continues, but it is clear that heredity and
environment jointly influence behavior. People’s experience
of the world is highly subjective, as they sometimes see

ing skills.

PERSONAL Application

what they want to see or what they expect to see.

Improving/Academic/Performance

Answer the following “true” or “false.”

__ 1 It'sagood idea to study in as many
different locations (your bedroom or
kitchen, the library, lounges around
school, and so forth) as possible.

2 If you have a professor who delivers
chaotic, hard-to-follow lectures, there
is little point in attending class.

3 Cramming the night before an exam
is an effective method of study.

4 In taking lecture notes, you should
try to be a “human tape recorder”
(that is, write down everything your
professor says).

5 You should never change your an-
swers to multiple-choice questions,
because your first hunch is your best
hunch.

All of the above statements are false. If you
answered them all correctly, you may have
already acquired the kinds of skills and
habits that facilitate academic success. If so,
however, you are not typical. Today, many
students enter college with poor study skills

and habits—and it’s not entirely their fault.
The American educational system generally
provides minimal instruction on good study
techniques. In this first Application, we will
try to remedy this situation to some extent
by reviewing some insights that psychology
offers on how to improve academic perfor-
mance. We will discuss how to promote bet-
ter study habits, how to enhance reading ef-
forts, how to get more out of lectures, and
how to improve test-taking strategies. You
may also want to jump ahead and read
the Personal Application for Chapter 7,
which focuses on how to improve everyday
memory.

Developing Sound
Study Habits

Effective study is crucial to success in col-
lege. Although you may run into a few class-
mates who boast about getting good grades
without studying, you can be sure that if
they perform well on exams, they do study.

Students who claim otherwise simply want
to be viewed as extremely bright rather than
as studious.

Learning can be immensely gratifying, but
studying usually involves hard work. The
first step toward effective study habits is to
face up to this reality. You don’t have to feel
guilty if you don’t look forward to studying.
Most students don’t. Once you accept the
premise that studying doesn’t come natu-
rally, it should be apparent that you need to
set up an organized program to promote ad-
equate study. According to Siebert (1995),
such a program should include the follow-
ing considerations:

1. Set up a schedule for studying. If you
wait until the urge to study strikes you, you
may still be waiting when the exam rolls
around. Thus, it is important to allocate def-
inite times to studying. Review your vari-
ous time obligations (work, chores, and so
on) and figure out in advance when you
can study. When allotting certain times to
studying, keep in mind that you need to
be wide awake and alert. Be realistic about
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how long you can study at one time before
you wear down from fatigue. Allow time
for study breaks—they can revive sagging
concentration.

It's important to write down your study
schedule. A written schedule serves as a re-
minder and increases your commitment to
following it. You should begin by setting up
a general schedule for the quarter or semes-
ter, like the one in Figure 1.11. Then, at the
beginning of each week, plan the specific
assignments that you intend to work on
during each study session. This approach to
scheduling should help you avoid cramming
for exams at the last minute. Cramming is
an ineffective study strategy for most stu-
dents (Underwood, 1961; Zechmeister &
Nyberg, 1982). It will strain your memoriza-
tion capabilities, can tax your energy level,
and may stoke the fires of test anxiety.

In planning your weekly schedule, try to
avoid the tendency to put off working on
major tasks such as term papers and reports.
Time-management experts such as Alan
Lakein (1996) point out that many people
tend to tackle simple, routine tasks first, sav-
ing larger tasks for later when they suppos-
edly will have more time. This common ten-
dency leads many individuals to repeatedly
delay working on major assignments until
it’s too late to do a good job. A good way to

Figure 1.11

Some locations are far more conducive to successful studying than others.

avoid this trap is to break major assignments
down into smaller component tasks that can
be scheduled individually.

Research on the differences between suc-
cessful and unsuccessful college students
suggests that successful students monitor
and regulate their use of time more effec-
tively (Allgood et al., 2000). You can assess
other aspects of your time-management prac-

One student’s general activity schedule for a semester. Each week the student fills in the specific

assignments to work on during each study period.

Monday Tuesday | Wednesday | Thursday Friday Saturday | Sunday
8 AM. Work
9 AM. History Study History Study History Work
10 AM.  Psychology French Psychology French Psychology Work
11 AM. Study Erench Study French Study Work
NooN Math Study Math Study Math Work Study
AR Study
2pM. Study English Study English Study Study
3 P.M. Study English Study - English Study Study
4 p.M.
5pm.
6 P.M. Work Study Study Work Study
7 PM. Work Study Study Work Study
8 PM. Work Study Study Work Study
9 PM. Work Study Study Work Study
10 p.m. Work Work

tices by responding to the questionnaire in
Figure 1.12 on the next page.

2. Find a place to study where you can con-
centrate. Where you study is also important.
The key is to find a place where distractions
are likely to be minimal. Most people can-
not study effectively while the TV or stereo
is on or while other people are talking. Don’t
depend on willpower to carry you through
such distractions. It's much easier to plan
ahead and avoid the distractions altogether.
In fact, you would be wise to set up one or
two specific places to use solely for study
(Hettich, 1998).

3. Reward your studying. One reason that
it is so difficult to be motivated to study reg-
ularly is that the payoffs often lie in the dis-
tant future. The ultimate reward, a degree,
may be years away. Even short-term rewards,
such as an A in the course, may be weeks or
months away. To combat this problem, it
helps to give yourself immediate, tangible
rewards for studying, such as a snack, TV
show, or phone call to a friend. Thus, you
should set realistic study goals for yourself,
then reward yourself when you meet them.
The systematic manipulation of rewards in-
volves harnessing the principles of behavior
modification described by B. F. Skinner and
other behavioral psychologists. These prin-
ciples are covered in the Chapter 6 Personal
Application.
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Figure 1.12

Assessing your time management. This brief questionnaire (from LeBoeuf, 1980) is designed to evaluate
the quality of one’s time management. It should allow you to get a rough handle on how well you manage

your time.

Listed below are ten statements that reflect generally accepted principles of good time management. Answer
these items by circling the response most characteristic of how you perform. Please be honest. No one will

know your answers except you.

Each day | set aside a small amount of time for planning and thinking about my responsibilities.
0. AlImost never 1. Sometimes 2. Often 3. Almost always

| set specific, written goals and put deadlines on them.
0. AlImost never 1. Sometimes 2. Often 3. Almost always

done as soon as possible.

| make a daily “to do” list, arrange items in order of importance, and try to get the important items

0. AlImost never 1. Sometimes 2. Often 3. Almost always

| am aware of the 80/20 rule and use it. (The 80/20 rule states that 80% of your effectiveness will
generally come from achieving only 20% of your goals.)
0. AlImost never 1. Sometimes 2. Often 3. Almost always

| keep a loose schedule to allow for crises and the unexpected.
0. AlImost never 1. Sometimes 2. Often 3. Almost always

| delegate everything | can to others.

0. Almost never 1. Sometimes 2. Often 3. Almost always

| try to handle each piece of paper only once.
0. AlImost never 1. Sometimes 2. Often 3. Almost always

| eat a light lunch so | don’t get sleepy in the afternoon.
0. AlImost never 1. Sometimes 2. Often 3. Almost always

O RXINONLNn Al WIN—

ually disrupting my work day.

I make an active effort to keep common interruptions (visitors, meetings, telephone calls) from contin-

0. AlImost never 1. Sometimes 2. Often 3. Almost always

10

| am able to say no to others’ requests for my time that would prevent my completing important tasks.
0. AlImost never 1. Sometimes 2. Often 3. Almost always

To get your score, give yourself

3 points for each “almost always”
2 points for each “often”

1 point for each “sometimes”

0 points for each “almost never”

Add up your points to get your total score.

If you scored

0-15 Better give some thought to managing
your time.
16-20 You're doing OK, but there’s room for
improvement.
21-25 Very good.
26-30 You cheated!

Source: LeBoeuf, M. (1980, February). Managing time means managing yourself. Business Horizons Magazine, 23 (1), p. 45, Table 3. Copyright
© 1980 by the Board of Trustees of Indiana University, Kelley School of Business. Reprinted by permission.

Improving Your Reading

Much of your study time is spent reading
and absorbing information. These efforts
must be active. Many students deceive them-
selves into thinking that they are studying
by running a marker through a few sen-
tences here and there in their text. If they
do so without thoughtful selectivity, they
are simply turning a textbook into a color-
ing book. Research suggests that highlight-
ing selected textbook material is a useful
strategy—if students are reasonably effec-
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tive in identifying the main ideas in the ma-
terial and if they subsequently review the
main ideas they have highlighted (Caverly,
Orlando, & Mullen, 2000).

You can use a number of methods to ac-
tively attack your reading assignments. One
of the more widely taught strategies is Rob-
inson’s (1970) SQ3R method. SQ3R is a
study system designed to promote effec-
tive reading, which includes five steps:
survey, question, read, recite, and review.
Its name is an acronym for the five steps in
the procedure:

Step 1: Survey. Before you plunge into the
reading itself, glance over the topic head-
ings in the chapter. If you know where the
chapter is going, you can better appreciate
and organize the information you are about
to read.

Step 2: Question. Once you have an over-
view of your reading assignment, you should
proceed through it one section at a time.
Take a look at the heading of the first sec-
tion and convert it into a question. Doing
so is usually quite simple. If the heading is
“Prenatal Risk Factors,” your question should
be “What are sources of risk during prenatal
development?” If the heading is “Stereotyp-
ing,” your question should be “What is
stereotyping?” Asking these questions gets
you actively involved in your reading and
helps you identify the main ideas.

Step 3: Read. Only now, in the third step,
are you ready to sink your teeth into the read-
ing. Read only the specific section that you
have decided to tackle. Read it with an eye to-
ward answering the question you have just
formulated. If necessary, reread the section
until you can answer that question. Decide
whether the segment addresses any other im-
portant questions and answer them as well.

Step 4: Recite. Now that you can answer
the key question for the section, recite the
answer out loud to yourself in your own
words. Don’t move on to the next section
until you understand the main ideas of the
current section. You may want to write down
these ideas for review later. When you have
fully digested the first section, you may go
on to the next. Repeat steps 2 through 4 with
the next section. Once you have mastered
the crucial points there, you can go on again.

Step 5: Review. When you have read the
entire chapter, refresh your memory by going
back over the key points. Repeat your ques-
tions and try to answer them without con-
sulting your book or notes. This review
should fortify your retention of the main
ideas. It should also help you see how the
main ideas are related.

The SQ3R method should probably be
applied to many texts on a paragraph-by-



paragraph basis. Obviously, doing so will
require you to formulate some questions
without the benefit of topic headings. If you
don’t have enough headings, you can sim-
ply reverse the order of steps 2 and 3. Read
the paragraph first and then formulate a
question that addresses the basic idea of the
paragraph. Then work at answering the ques-
tion in your own words. The point is that
you can be flexible in your use of the SQ3R
technique.

Using the SQ3R method does not auto-
matically lead to improved mastery of text-
book reading assignments. It won't be ef-
fective unless it is applied diligently and
skillfully, and it tends to be more helpful to
students with low to medium reading abil-
ity (Caverly, Orlando, & Mullen, 2000). Any
strategy that facilitates active processing of
text material, the identification of key ideas,
and effective review of these ideas should
enhance your reading.

Besides topic headings, your textbooks
may contain various other learning aids you
can use to improve your reading. If a book
provides a chapter outline, chapter sum-
mary, learning objectives, or preview ques-
tions, don’t ignore them. They can help you
recognize the important points in the chap-
ter. Graphic organizers (such as the Concept
Charts available for this text) can enhance
understanding of text material (Nist & Hol-
schuh, 2000). A lot of effort and thought go
into formulating these and other textbook
learning aids. It is wise to take advantage
of them.

Getting More Out of Lectures

Although lectures are sometimes boring and
tedious, it is a simple fact that poor class
attendance is associated with poor grades.
For example, in one study, Lindgren (1969)
found that absences from class were much
more common among “unsuccessful” stu-
dents (grade average C- or below) than
among “successful” students (grade average
B or above), as shown in Figure 1.13. Even
when you have an instructor who delivers
hard-to-follow lectures, it is still important
to go to class. If nothing else, you can get a
feel for how the instructor thinks, which can
help you anticipate the content of exams
and respond in the manner expected by your
professor.

Fortunately, most lectures are reasonably
coherent. Studies indicate that attentive,
accurate note taking is associated with en-
hanced learning and performance in col-
lege classes (Titsworth & Kiewra, 2004; Wil-
liams & Eggert, 2002). However, research also
shows that many students’ lecture notes are
surprisingly incomplete, with the average
student often recording less than 40% of the
crucial ideas in a lecture (Armbruster, 2000).
Thus, the key to getting more out of lectures
is to stay motivated, stay attentive, and ex-
pend the effort to make your notes as com-
plete as possible. Books on study skills (Long-
man & Atkinson, 2002; Sotiriou, 2002) offer
a number of suggestions on how to take
good-quality lecture notes, some of which
are summarized here:
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Figure 1.13

Attendance and grades. When Lindgren (1969)
compared the class attendance of successful stu-
dents (B average or above) and unsuccessful students
(C- average or below), he found a clear association
between poor attendance and poor grades.

e Extracting information from lectures re-
quires active listening. Focus full attention
on the speaker. Try to anticipate what’s
coming and search for deeper meanings.

e When course material is especially com-
plex, it is a good idea to prepare for the
lecture by reading ahead on the scheduled
subject in your text. Then you have less
brand-new information to digest.

e You are not supposed to be a human
tape recorder. Insofar as possible, try to
write down the lecturer’s thoughts in your
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own words. Doing so forces you to orga-
nize the ideas in a way that makes sense
to you.

e In taking notes, pay attention to clues
about what is most important. These clues
may range from subtle hints, such as an
instructor repeating a point, to not-so-
subtle hints, such as an instructor saying
“You'll run into this again.”

e Asking questions during lectures can be
helpful. Doing so keeps you actively in-
volved in the lecture and allows you to
clarify points that you may have mis-
understood. Many students are more
bashful about asking questions than they
should be. They don’t realize that most
professors welcome questions.

Improving Test-Taking
Strategies

Let’s face it—some students are better than
others at taking tests. Testwiseness is the
ability to use the characteristics and for-
mat of a cognitive test to maximize one’s
score. Students clearly vary in testwiseness,
and such variations are reflected in perfor-
mance on exams (Geiger, 1997; Rogers &
Yang, 1996). Testwiseness is not a substitute
for knowledge of the subject matter. How-
ever, skill in taking tests can help you show

No change
10.3%
Improves
the test score Hurts the
15.5% test score

55.2%

Figure 1.14

Beliefs about the effects of answer changing
on tests. Ludy Benjamin and his colleagues (1984)
asked 58 college faculty whether changing answers
on tests is a good idea. Like most students, the major-
ity of the faculty felt that answer changing usually
hurts a student’s test score, even though the research
evidence contradicts this belief (see Figure 1.15).
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what you know when it is critical to do so
(Flippo, Becker & Wark, 2000).

A number of myths exist about the best
way to take tests. For instance, it is widely
believed that students shouldn’t go back and
change their answers to multiple-choice
questions. Benjamin, Cavell, and Shallen-
berger (1984) found this to be the dominant
belief among college faculty as well as stu-
dents (see Figure 1.14). However, the old
adage that “your first hunch is your best
hunch on tests” has been shown to be wrong.
Empirical studies clearly and consistently
indicate that, over the long run, changing
answers pays off. Benjamin and his col-
leagues reviewed 20 studies on this issue;
their findings are presented in Figure 1.15.
As you can see, answer changes that go from
a wrong answer to a right answer outnum-
ber changes that go from a right answer to a
wrong one by a sizable margin. The popular
belief that answer changing is harmful is
probably attributable to painful memories
of right-to-wrong changes. In any case, you
can see how it pays to be familiar with sound
test-taking strategies.

General Tips

The principles of testwiseness were first de-
scribed by Millman, Bishop, and Ebel (1965).
Here are a few of their general ideas:

© Rob Gage/Taxi/Getty Images

e If efficient time use appears crucial, set up
a mental schedule for progressing through
the test. Make a mental note to check
whether you're one-third finished when
a third of your time is gone.

e Don't waste time pondering difficult-to-
answer questions excessively. If you have
no idea at all, just guess and go on. If you
need to devote a good deal of time to the
question, skip it and mark it so you can
return to it later if time permits.

e Adopt the appropriate level of sophis-
tication for the test. Don’t read things
into questions. Sometimes students make
things more complex than they were in-
tended to be. Often, simple-looking ques-
tions are just what they appear to be.

e If you complete all of the questions and
still have some time remaining, review the
test. Make sure that you have recorded
your answers correctly. If you were un-
sure of some answers, go back and recon-
sider them.

Tips for Multiple-Choice Exams

Sound test-taking strategies are especially
important with multiple-choice (and true-
false) questions. These types of questions
often include clues that may help you con-
verge on the correct answer (Mentzer, 1982;
Weiten, 1984). You may be able to improve

Right to
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20.2%

Wrong to right

Wrong to 57.8%

wrong
22%

Figure 1.15

Actual effects of changing answers on
multiple-choice tests. When the data from all
the relevant studies were combined by Benjamin et al.
(1984), they indicated that answer changing on tests
generally increased rather than reduced students’ test
scores. It is interesting to note the contrast between
beliefs about answer changing (see Figure 1.14) and
the actual results of this practice.
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your performance on such tests by consid-
ering the following points (Flippo, 2000):

e As you read the stem of each multiple-
choice question, anticipate the answer if
you can, before looking at the options. If
the answer you anticipated is among the
options, it is likely to be the correct one.

e Always read each question completely.
Continue reading even if you find your
anticipated answer among the options.
A more complete option may be farther
down the list.

e Learn how to quickly eliminate options
that are highly implausible. Many ques-
tions have only two plausible options,
accompanied by “throwaway” options
for filler. You should work at spotting
these implausible options so that you
can quickly discard them and narrow
your task.

e Be alert to the fact that information rele-
vant to one question is sometimes given
away in another test item.

e On items that have “all of the above” as
an option, if you know that just two of
the options are correct, you should choose
“all of the above.” If you are confident
that one of the options is incorrect, you
should eliminate this option and “all of
the above” and choose from the remain-
ing options.

e Options that represent broad, sweeping
generalizations tend to be incorrect. You
should be vigilant for words such as al-
ways, never, necessarily, only, must, com-
pletely, totally, and so forth that create
these improbable assertions.

e In contrast, options that represent care-
fully qualified statements tend to be cor-
rect. Words such as often, sometimes, per-

haps, may, and generally tend to show up
in these well-qualified statements.

Tips for Essay Exams

Little research has been done on testwise-
ness as it applies to essay exams. That’s be-
cause there are relatively few clues to take
advantage of in the essay format. Nonethe-
less, various books (Flippo, 2000; Pauk, 1990;
Walter & Siebert, 1990) offer tips based on
expert advice, including the following:

e Time is usually a crucial factor on essay
tests. Therefore, you should begin by
looking over the questions and making
time allocations on the basis of (1) your
knowledge, (2) the time required to an-
swer each question, and (3) the points
awarded for answering each question. It’s
usually a good idea to answer the ques-
tions that you know best first.

e Many students fail to appreciate the im-
portance of good organization in their
essay responses. If your instructor can’t
follow where you are going with your
answers, you won't get many points. Test
essays are often poorly organized be-
cause students feel pressured for time
and plunge into answering questions
without any planning. It will pay off
in the long run if you spend a minute
getting organized first. Also, many ex-
aminers appreciate it if you make your
organization quite explicit by using head-
ings or by numbering the points you're
making.

e In many courses you'll learn a great deal
of jargon or technical terminology. Dem-
onstrate your learning by using this tech-
nical vocabulary in your essay answers.
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In summary, sound study skills and habits
are crucial to academic success. Intelligence
alone won't do the job (although it cer-
tainly helps). Good academic skills do not
develop overnight. They are acquired grad-
ually, so be patient with yourself. Fortu-
nately, tasks such as reading textbooks, writ-
ing papers, and taking tests get easier with
practice. Ultimately, I think you'll find that
the rewards—knowledge, a sense of accom-
plishment, and progress toward a degree—
are worth the effort.

© REVIEW OF KEY POINTS

@ To foster sound study habits, you should devise
a written study schedule and reward yourself for
following it. You should also try to find one or
two specific places for studying that are relatively
free of distractions.

@ You should use active reading techniques to
select the most important ideas from the ma-
terial you read. SQ3R is one approach to active
reading that can be helpful if it is used diligently.

@ The key to good note taking is to strive to make
lecture notes as complete as possible. It's impor-
tant to use active listening techniques and to
record lecturers’ ideas in your own words. It also
helps if you read ahead to prepare for lectures
and ask questions as needed.

@ Being an effective student requires sound test-
taking skills. In general, it’s a good idea to devise
a schedule for progressing through an exam, to
adopt the appropriate level of sophistication, to
avoid wasting time on troublesome questions, and
to review your answers whenever time permits.

@ On multiple-choice tests it is wise to anticipate
answers, to read questions completely, and to
quickly eliminate implausible options. Options
that represent carefully qualified assertions are
more likely to be correct than options that create
sweeping generalizations.

@ On essay tests, it is wise to start with questions
you know, to emphasize good organization, and
to use technical vocabulary when it is appropriate.

QO
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Developing CGritical Thinking SkillszAnjntroduction

If you ask any group of professors, parents,
employers, or politicians, “What is the most
important outcome of an education?” The
most popular answer is likely to be “the
development of the ability to think criti-
cally.” Critical thinking is the use of cog-
nitive skills and strategies that increase
the probability of a desirable outcome.
Such outcomes would include good career
choices, effective decisions in the work-
place, wise investments, and so forth. In the
long run, critical thinkers should have more
desirable outcomes than people who are
not skilled in critical thinking (Halpern,
1998, 2003). Critical thinking is purposeful,
reasoned, goal-directed thinking that in-
volves solving problems, formulating infer-
ences, working with probabilities, and mak-
ing carefully thought-out decisions. Here
are some of the skills exhibited by critical
thinkers:

e They understand and use the principles
of scientific investigation. (How can the
effectiveness of punishment as a discipli-
nary procedure be determined?)

e They apply the rules of formal and infor-
mal logic. (If most people disapprove of
sex sites on the Internet, why are these
sites so popular?)

e They carefully evaluate the quality of in-
formation. (Can I trust the claims made
by this politician?)

e They analyze arguments for the sound-
ness of the conclusions. (Does the rise in
drug use mean that a stricter drug policy
is needed?)

The topic of thinking has a long history in
psychology, dating back to Wilhelm Wundt
in the 19th century. Modern cognitive psy-
chologists have found that a useful model
of critical thinking has at least two compo-
nents: (1) knowledge of the skills of criti-
cal thinking—the cognitive component, and
(2) the attitude or disposition of a critical
thinker—the emotional or affective compo-
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nent. Both are needed for effective critical
thinking.

Instruction in critical thinking is based
on two assumptions: (1) a set of skills or
strategies exists that students can learn to
recognize and apply in appropriate con-
texts; (2) if the skills are applied appropri-
ately, students will become more effective
thinkers. Critical thinking skills that would
be useful in any context might include un-
derstanding how reasons and evidence sup-
port or refute conclusions; distinguishing
among facts, opinions, and reasoned judg-
ments; using principles of likelihood and
uncertainty when thinking about probabilis-
tic events; generating multiple solutions to
problems and working systematically to-
ward a desired goal; and understanding how
causation is determined. This list provides
some typical examples of what is meant by
the term critical thinking skills. Because these
skills are useful in a wide variety of contexts,
they are sometimes called transcontextual
skills.

It is of little use to know the skills of crit-
ical thinking if you are unwilling to exert
the hard mental work to use them or if you
have a sloppy or careless attitude toward
thinking. A critical thinker is willing to plan,
flexible in thinking, persistent, able to admit
mistakes and make corrections, and mind-
ful of the thinking process. The use of the
word critical represents the notion of a cri-
tique or evaluation of thinking processes

and outcomes. It is not meant to be nega-
tive (as in a “critical person”) but rather to
convey that critical thinkers are vigilant
about their thinking.

The Need to Teach
Critical Thinking

Decades of research on instruction in criti-
cal thinking have shown that the skills and
attitudes of critical thinking need to be de-
liberately and consciously taught, because
they often do not develop by themselves
with standard instruction in a content area
(Nisbett, 1993). For this reason, each chap-
ter in this text ends with a “Critical Think-
ing Application.” The material presented in
each of these Critical Thinking Applications
relates to the chapter topics, but the focus is
on how to think about a particular issue,
line of research, or controversy. Because the
emphasis is on the thinking process, you
may be asked to consider conflicting inter-
pretations of data, judge the credibility of
information sources, or generate your own
testable hypotheses. The specific critical
thinking skills highlighted in each Applica-
tion are summarized in a table so that they
are easily identified. Some of the skills will
show up in multiple chapters because the
goal is to help you spontaneously select the
appropriate critical thinking skills when you
encounter new information. Repeated prac-
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tice with selected skills across chapters should
help you develop this ability.

An Example

As explained in the main body of the chap-
ter, evolutionary psychology is emerging as an
influential school of thought. To show you
how critical thinking skills can be applied
to psychological issues, let’s examine the
evolutionary explanation of gender differ-
ences in spatial talents and then use some
critical thinking strategies to evaluate this
explanation.

On the average, males tend to perform
slightly better than females on most visual-
spatial tasks, especially tasks involving men-
tal rotation of images and navigation in space
(Halpern, 2000; see Figure 1.16). Irwin Sil-
verman and his colleagues maintain that
these gender differences originated in human
evolution as a result of the sex-based division
of labor in ancient hunting-and-gathering
societies (Silverman & Phillips, 1998; Silver-
man et al., 2000). According to this analy-
sis, males’ superiority in mental rotation and
navigation developed because the chore of
hunting was largely assigned to men over the
course of human history, and these skills
would have facilitated success on hunting
trips (by helping men to traverse long dis-
tances, aim projectiles at prey, and so forth)
and thus been favored by natural selection.
In contrast, women in ancient societies gen-
erally had responsibility for gathering food
rather than hunting it. This was an efficient
division of labor because women spent much
of their adult lives pregnant, nursing, or car-
ing for the young and, therefore, could not
travel long distances. Hence, Silverman and
Eals (1992) hypothesized that females ought
to be superior to males on spatial skills that
would have facilitated gathering, such as
memory for locations, which is exactly what
they found in a series of four studies. Thus,
evolutionary psychologists explain gender
differences in spatial ability—like other as-
pects of human behavior—in terms of how
such abilities evolved to meet the adaptive
pressures faced by our ancestors.

How can you critically evaluate these
claims? If your first thought was that you
need more information, good for you, be-
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An example of a spatial task involving
mental rotation. Spatial reasoning tasks
can be divided into a variety of subtypes.
Studies indicate that males perform slightly
better than females on most, but not all, spatial
tasks. The tasks on which males are superior
often involve mentally rotating objects, such
as in the problem shown here. In this prob-
lem, the person has to figure out which object
on the right (A through E) could be a rotation
of the object at the left. The answer is B.

Source: Stafford, R. E., & Gullikson, H. (1962). Identical
Blocks, Form AA.

cause you are already showing an aptitude
for critical thinking. Some additional infor-
mation about gender differences in cogni-
tive abilities is presented in Chapter 11 of
this text. You also need to develop the habit
of asking good questions, such as, “Are there
alternative explanations for these results?
Are there contradictory data?” Let’s briefly
consider each of these questions.

Are there alternative explanations for gender
differences in spatial skills? Well, there cer-
tainly are other explanations for males’ supe-
riority on most spatial tasks. For example, one
could attribute this finding to the gender-
typed activities that males are encouraged
to engage in more than females, such as play-
ing with building blocks, Lego sets, Lincoln
Logs, and various types of construction sets,
as well as a host of spatially oriented video
games. These gender-typed activities appear
to provide boys with more practice than girls
on most types of spatial tasks (Voyer, Nolan,
& Voyer, 2000), and experience with spatial
activities appears to enhance spatial skills
(Lizarraga & Ganuza, 2003). If we can ex-

plain gender differences in spatial abilities
in terms of disparities in the everyday activ-
ities of males and females, we may have no
need to appeal to natural selection.

Are there data that run counter to the evolu-
tionary explanation for modern gender differ-
ences in spatial skills? Again, the answer is yes.
Some scholars who have studied hunting-
and-gathering societies suggest that women
often traveled long distances to gather food
and that women were often involved in
hunting (Adler, 1993). In addition, women
wove baskets and clothing and worked on
other tasks that required spatial thinking
(Halpern, 1997). Moreover—think about
it—men on long hunting trips obviously
needed to develop a good memory for loca-
tions or they might never have returned
home. So, there is room for some argument
about exactly what kinds of adaptive pres-
sures males and females faced in ancient
hunting-and-gathering societies.

Thus, you can see how considering alter-
native explanations and contradictory evi-
dence weakens the evolutionary explana-
tion of gender differences in spatial abilities.
The questions we raised about alternative
explanations and contradictory data are two
generic critical thinking questions that can
be asked in a wide variety of contexts. The
answers to these questions do not prove that
evolutionary psychologists are wrong in their
explanation of gender differences in visual-
spatial skills, but they do weaken the evolu-
tionary explanation. In thinking critically
about psychological issues, you will see that
it makes more sense to talk about the rela-
tive strength of an argument, as opposed to
whether an argument is right or wrong, be-
cause we will be dealing with complex issues
that rarely lend themselves to being correct
or incorrect.

Table 1.2 Critical Thinking Skills Discussed in This Application

Looking for alternative explanations
for findings and events

In evaluating explanations, the critical thinker explores
whether there are other explanations that could also account

for the findings or events under scrutiny.

Looking for contradictory evidence

In evaluating the evidence presented on an issue, the critical

thinker attempts to look for contradictory evidence that may
have been left out of the debate.

The Evolution of Psychology
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CHAPTER 1 Recap

Key Ideas

From Speculation to Science: How Psychology Developed

@ Psychology’s intellectual parents were 19th-century philosophy and
physiology, which shared an interest in the mysteries of the mind. Psychology
was born as an independent discipline when Wilhelm Wundt established
the first psychological research laboratory in 1879 at Leipzig, Germany. He
argued that psychology should be the scientific study of consciousness.

@ The structuralists believed that psychology should use introspection to
analyze consciousness into its basic elements. The functionalists, inspired
by William James, believed that psychology should focus on the purpose and
adaptive functions of consciousness.

@ Sigmund Freud’s psychoanalytic theory emphasized the unconscious
determinants of behavior and the importance of sexuality. Freud’s ideas
were controversial, and they met with resistance in academic psychology.
@ Behaviorists, led by John B. Watson, argued that psychology should
study only observable behavior. Thus, they campaigned to redefine psy-
chology as the science of behavior. Emphasizing the importance of the en-
vironment over heredity, they began to explore stimulus-response relation-
ships, often using laboratory animals as subjects.

@ The influence of behaviorism was boosted greatly by B. F. Skinner’s
research. Like Watson before him, Skinner asserted that psychology should
study only observable behavior, and he generated controversy by arguing
that free will is an illusion.

@ Finding both behaviorism and psychoanalysis unsatisfactory, advocates
of a new theoretical orientation called humanism became influential in the
1950s. Humanism, led by Abraham Maslow and Carl Rogers, emphasized
humans’ freedom and potential for personal growth.

@ Stimulated by the demands of World War I, clinical psychology grew
rapidly in the 1950s. Thus, psychology became a profession as well as a sci-
ence. This movement toward professionalization eventually spread to other
areas in psychology.

@ During the 1950s and 1960s advances in the study of cognitive pro-
cesses and the physiological bases of behavior led to renewed interest in
cognition and physiology, as psychology returned to its original roots.

@ In the 1980s, Western psychologists, who had previously been rather
provincial, developed a greater interest in how cultural factors influence
thoughts, feelings, and behavior. This trend was sparked in large part by
growing global interdependence and by increased cultural diversity in
Western societies.

@ The 1990s witnessed the emergence of a new theoretical perspective
called evolutionary psychology. The central premise of this new school of
thought is that patterns of behavior are the product of evolutionary forces,
just as anatomical characteristics are shaped by natural selection. The turn of
the 21st century saw the emergence of the positive psychology movement.

Psychology Today: Vigorous and Diversified

@ Contemporary psychology is a diversified science and profession that
has grown rapidly in recent decades. Major areas of research in modern
psychology include developmental psychology, social psychology, experi-
mental psychology, physiological psychology, cognitive psychology, per-
sonality, and psychometrics.

@ Applied psychology encompasses four professional specialties: clinical
psychology, counseling psychology, educational and school psychology,
and industrial and organizational psychology.

Seven Unifying Themes
@ As we examine psychology in all its many variations, we will emphasize
seven key ideas as unifying themes. Looking at psychology as a field of
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study, our three key themes are (1) psychology is empirical, (2) psychol-
ogy is theoretically diverse, and (3) psychology evolves in a sociohistorical
context.

@ Looking at psychology’s subject matter, the remaining four themes are
(4) behavior is determined by multiple causes, (5) behavior is shaped by
cultural heritage, (6) heredity and environment jointly influence behavior,
and (7) people’s experience of the world is highly subjective.

PERSONAL APPLICATION ® Improving Academic Performance

@ To foster sound study habits, you should devise a written study sched-
ule and reward yourself for following it. You should also try to find one or
two specific places for studying that are relatively free of distractions.

@ You should use active reading techniques to select the most important
ideas from the material you read. SQ3R, one approach to active reading,
breaks a reading assignment into manageable segments and requires that
you understand each segment before you move on.

@ Good note taking can help you get more out of lectures. It's important
to use active listening techniques and to record lecturers’ ideas in your own
words.

@ Being an effective student also requires sound test-taking skills. In gen-
eral, it’s a good idea to devise a schedule for progressing through an exam,
to adopt the appropriate level of sophistication, to avoid wasting time on
troublesome questions, and to review your answers whenever time permits.

CRITICAL THINKING APPLICATION ® Developing

Critical Thinking Skills: An Introduction

@ Critical thinking is the use of cognitive skills and strategies that increase
the probability of a desirable outcome. Critical thinking is purposeful, rea-
soned thinking. A critical thinker is flexible, persistent, able to admit mis-
takes, and mindful of the thinking process.

@ Evolutionary psychologists have attributed contemporary gender dif-
ferences in spatial abilities to the sex-based division of labor in hunting
and gathering societies. However, alternative explanations have been of-
fered for these differences, focusing on the gender-typed activities that
modern males and females engage in. There also are contradictory data
regarding the adaptive pressures faced by females and males in hunting-
and-gathering societies.
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CHAPTER 1 Practice Test

10.

For which of the following is Wilhelm Wundt primarily known?

A. the establishment of the first formal laboratory for research in
psychology

B. the distinction between mind and body as two separate entities

C. the discovery of how signals are conducted along nerves in the
body

D. the development of the first formal program for training in
psychotherapy

. Stanley Hall is noteworthy in the history of psychology because he:

G

A. established the first American research laboratory in psychology.

B. launched America’s first psychological journal.

C. was the driving force behind the establishment of the American
Psychological Association.

D. did all of the above.

Which of the following approaches might William James criticize for
examining a movie frame by frame instead of seeing the motion in
the motion picture?

A. structuralism

B. functionalism

C. dualism

D. humanism

Which of the following approaches might suggest that forgetting
to pick his mother up at the airport was Henry’s unconscious way of
saying that he did not welcome her visit?

A. psychoanalytic

B. behavioral

C. humanistic

D. cognitive

Fred, a tennis coach, insists that he can make any reasonably healthy
individual into an internationally competitive tennis player. Fred is
echoing the thoughts of:

A. Sigmund Freud.

B. John B. Watson.

C. Abraham Maslow.

D. William James.

Which of the following is a statement with which Skinner’s followers
would agree?

A. Most behavior is controlled by unconscious forces.

B. The goal of behavior is self-actualization.

C. Nature is more influential than nurture.

D. Free will is an illusion.

Which of the following approaches has the most optimistic view of
human nature?

A. humanism

B. behaviorism

C. psychoanalysis

D. structuralism

Which of the following historical events created a demand for clini-
cians that was far greater than the supply and stimulated the devel-
opment of clinical psychology?

A. World War |

B. the Depression

C. World War I

D. the Korean War

The tendency to view one’s own group as superior to others and as
the standard for judging the worth of foreign ways is known as:

A. behaviorism.

B. ethnocentrism.

C. humanism.

D. functionalism.

The study of the endocrine system and genetic mechanisms would
most likely be undertaken by a:

A. clinical psychologist.

B. physiological psychologist.

C. social psychologist.
D. educational psychologist.

11. The fact that psychologists do not all agree about the nature and
development of personality demonstrates:
A. that there are many ways of looking at the same phenomenon.
B. the fundamental inability of psychologists to work together in
developing a single theory.
C. the failure of psychologists to communicate with one another.
D. the possibility that personality may simply be incomprehensible.

12. A multifactorial causation approach to behavior suggests that:

A. most behaviors can be explained best by single-cause explanations.

B. most behavior is governed by a complex network of interrelated
factors.

C. data must be subjected to rigorous statistical analysis in order to
make sense.

D. explanations of behavior tend to build up from the simple to the

complex in a hierarchical manner.

13. Psychology’s answer to the question of whether we are born or
made tends to be:

A. we are born.

B. we are made.

C. we are both born and made.

D. neither.

14. In regard to changing answers on multiple-choice tests, research
indicates that changes tend to be more common
than other types of changes.

A. wrong to right

B. right to wrong

C. wrong to wrong

15. Critical thinking skills:

A. are abstract abilities that cannot be identified.
B. usually develop spontaneously through normal content instruction.
C. usually develop spontaneously without any instruction.
D. need to be deliberately taught, because they often do not
develop by themselves with standard content instruction.
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¢ Do adversaries in debates overestimate the gap
between their views?

e How does anxiety affect people’s desire to be
with others? Does misery love company?

e Do positive outcomes feel better when they are
a surprise?

e Are there substantial differences among cul-
tures when it comes to the pace of everyday life?

e What are the psychological characteristics of
people who commit suicide?

e Are taller people more successful in life?

Questions, questions, questions—everyone has ques-
tions about behavior. The most basic question is, how
should these questions be investigated? As noted in
Chapter 1, psychology is empirical. Psychologists rely
on formal, systematic observations to address their
questions about behavior. This methodology is what
makes psychology a scientific endeavor.

The scientific enterprise is an exercise in creative
problem solving. Scientists have to figure out how to
make observations that will shed light on the puz-
zles they want to solve. To make these observations,
psychologists use a variety of research methods be-
cause different questions call for different strategies
of study. In this chapter, you will see how researchers
have used such methods as experiments, case stud-
ies, surveys, and naturalistic observation to investi-
gate the questions posed above.

Psychology’s methods are worth a close look for
at least two reasons. First, a better appreciation of the
empirical approach will enhance your understand-
ing of the research-based information that you will
be reading about in the remainder of this book. Sec-
ond, familiarity with the logic of the empirical ap-
proach should improve your ability to think criti-
cally about research. This ability is important because
you are exposed to research findings nearly every
day. The news media constantly report on studies
that yield conclusions about how you should raise
your children, improve your health, and enhance
your interpersonal relationships. Learning how to
evaluate these reports can help you use such infor-
mation wisely.

In this chapter, we will examine the scientific ap-
proach to the study of behavior and then look at the
specific research methods that psychologists use most
frequently. We'll also see why psychologists use sta-
tistics in their research. After you learn how research
is done, you'll also learn how not to do it. That is,
we’ll review some common flaws in doing research.
Finally, we will take a look at ethical issues in behav-
ioral research. In the Personal Application, you'll
learn how to find and read journal articles that re-
port on research. In the chapter’s Critical Thinking
Application, we’ll examine the nature and validity
of anecdotal evidence.

> Looking for Laws: The Scientific Approach to Behavior.

Whether the object of study is gravitational forces or
people’s behavior under stress, the scientific approach
assumes that events are governed by some lawful order.
As scientists, psychologists assume that behavior is
governed by discernible laws or principles, just as the
movement of the earth around the sun is governed
by the laws of gravity. The behavior of living crea-
tures may not seem as lawful and predictable as the
“behavior” of planets. However, the scientific enter-
prise is based on the belief that there are consisten-
cies or laws that can be uncovered. Fortunately, the
plausibility of applying this fundamental assump-
tion to psychology has been supported by the discov-
ery of a great many such consistencies in behavior,
some of which provide the subject matter for this text.

Goals of the
Scientific Enterprise

Psychologists and other scientists share three sets of
interrelated goals: measurement and description,
understanding and prediction, and application and
control.

1. Measurement and description. Science’s commit-
ment to observation requires that an investigator
figure out a way to measure the phenomenon un-
der study. For example, a psychologist could not
investigate whether men are more or less sociable
than women without first developing some means
of measuring sociability. Thus, the first goal of psy-

PREVIEW QUESTIONS

What are the goals of the
scientific enterprise?

What are the key steps
required by a scientific

investigation?

What are the principal
advantages of the scien-

tific approach?
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Figure 2.1

Theory construction.

A good theory will generate
a host of testable hypotheses.
In a typical study, only one
or a few of these hypotheses
can be evaluated. If the evi-
dence supports the hypothe-
ses, our confidence in the
theory they were derived
from generally grows. If the
hypotheses are not supported,
confidence in the theory
decreases, and revisions to
the theory may be made to
accommodate the new find-
ings. If the hypotheses gen-
erated by a theory consis-
tently fail to garner empirical
support, the theory may be
discarded altogether. Thus,
theory construction and
testing is a gradual process.

chology is to develop measurement techniques that
make it possible to describe behavior clearly and
precisely.

2. Understanding and prediction. A higher-level
goal of science is understanding. Scientists believe
that they understand events when they can explain
the reasons for the occurrence of the events. To eval-
uate their understanding, scientists make and test
predictions called hypotheses. A hypothesis is a ten-
tative statement about the relationship between
two or more variables. Variables are any measur-
able conditions, events, characteristics, or behav-
iors that are controlled or observed in a study. If
we hypothesized that putting people under time
pressure would lower the accuracy of their time per-
ception, the variables in our study would be time
pressure and accuracy of time perception.

3. Application and control. Ultimately, many sci-
entists hope that the information they gather will be
of some practical value in helping to solve everyday
problems. Once people understand a phenomenon,
they often can exert more control over it. Today, the
profession of psychology attempts to apply research
findings to practical problems in schools, businesses,
factories, and mental hospitals. For example, a school
psychologist might use findings about the causes of
math anxiety to devise a program to help students
control their math phobias.

How do theories help scientists to achieve their
goals? As noted in Chapter 1, psychologists do not
set out just to collect isolated facts about relation-

ships between variables. To build toward a better un-
derstanding of behavior, they construct theories. A
theory is a system of interrelated ideas used to ex-
plain a set of observations. For example, using a
handful of concepts, such as natural selection and
reproductive fitness, evolutionary theorists in psy-
chology attempt to explain a diverse array of known
facts about mating preferences, jealousy, aggression,
sexual behavior, and so forth (see Chapter 1). Thus,
by integrating apparently unrelated facts and princi-
ples into a coherent whole, theories permit psychol-
ogists to make the leap from the description of behav-
ior to the understanding of behavior. Moreover, the
enhanced understanding afforded by theories guides
future research by generating new predictions and
suggesting new lines of inquiry (Fiske, 2004; Higgins,
2004).

A scientific theory must be testable, as the corner-
stone of science is its commitment to putting ideas
to an empirical test. Most theories are too complex
to be tested all at once. For example, it would be im-
possible to devise a single study that could test all
the many facets of evolutionary theory. Rather, in a
typical study, investigators test one or two specific
hypotheses derived from a theory. If their findings
support the hypotheses, confidence in the theory
that the hypotheses were derived from grows. If their
findings fail to support the hypotheses, confidence
in the theory diminishes, and the theory may be re-
vised or discarded (see Figure 2.1). Thus, theory con-
struction is a gradual, iterative process that is always
subject to revision.

Findings support hypotheses

Findings do not support
hypotheses

CHAPTER 2
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Steps in a Scientific
Investigation

Curiosity about a question provides the point of de-
parture for any kind of investigation, scientific or
otherwise. Scientific investigations, however, are sys-
tematic. They follow an orderly pattern, which is out-
lined in Figure 2.2. Let’s look at how this standard
series of steps was followed in a study of naive real-
ism conducted by David Sherman, Leif Nelson, and
Lee Ross (2003). Sherman and his colleagues wanted
to investigate whether adversaries in political de-
bates overestimate the gap between their views.

Step 1: Formulate a Testable Hypothesis
The first step in a scientific investigation is to trans-
late a theory or an intuitive idea into a testable hy-
pothesis. Sherman et al. (2003) noted that in heated
disputes people seem to assume that they see matters
as they really are—that their perceptions are objec-
tive and accurate—whereas their opponents’ views
must be distorted by self-interest, ideology, or some
other source of bias. The researchers call this belief
in one’s own objectivity and opponents’ subjectivity
“naive realism.” Sherman and his colleagues specu-
lated that in political debates people on both sides
would tend to characterize their opponents as ex-
tremists and to overestimate the extent of their mu-
tual disagreement. To explore this line of thinking,
they chose to examine individuals’ views on the con-
tentious issue of affirmative action. Thus, they hy-
pothesized that proponents of affirmative action
would overestimate opponents’ conservativism and
that opponents of affirmative action would overesti-
mate proponents’ liberalism.

To be testable, scientific hypotheses must be for-
mulated precisely, and the variables under study must
be clearly defined. Researchers achieve these clear
formulations by providing operational definitions of
the relevant variables. An operational definition de-
scribes the actions or operations that will be used
to measure or control a variable. Operational defi-
nitions—which may be quite different from concepts’
dictionary definitions—establish precisely what is
meant by each variable in the context of a study.

To illustrate, let’s see how Sherman and his col-
leagues operationalized their variables. They decided
that the issue of affirmative action is too complex and
multifaceted to ask people about their views of affir-
mative action in general. Each person would be judg-
ing something different, based on his or her highly
varied exposure to affirmative action initiatives. To
circumvent this problem they asked students to re-
spond to a specific affirmative action program that

Step
1 Proponents of affirmative action will
overestimate opponents’ conservatism and
Formulate a opponents of affirmative action will
hypothesis overestimate proponents’ liberalism.

Step
2

Design the
study

Step

3

Collect the data

Step

/

Analyze the
dataand draw
conclusions

Step

5

Report the
findings

Figure 2.2

Flowchart of steps in a scientific investigation. As il-
lustrated in the study by Sherman, Nelson, and Ross (2003), a
scientific investigation consists of a sequence of carefully planned
steps, beginning with the formulation of a testable hypothesis
and ending with the publication of the study, if its results are
worthy of examination by other researchers.

supposedly had been proposed for their university. To
get a precise measurement of participants’ views, they
asked the students to indicate their degree of support
for the proposal on a 9-point scale anchored by the
descriptions definitely adopt and definitely reject. Those
checking 1 to 4 on the scale were designated as sup-
porters of the proposal and those checking 6 to 9 on
the scale were designated as rejecters (those who
checked the midpoint of 5 were classified as neutral).

Step 2: Select the Research Method

and Design the Study

The second step in a scientific investigation is to fig-
ure out how to put the hypothesis to an empirical

The Research Enterprise in Psychology
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test. The research method chosen depends to a large
degree on the nature of the question under study.
The various methods—experiments, case studies, sur-
veys, naturalistic observation, and so forth—each
have advantages and disadvantages. The researcher
has to ponder the pros and cons and then select the
strategy that appears to be the most appropriate and
practical. In this case, Sherman and colleagues de-
cided that their question called for survey research,
which involves administering questionnaires or in-
terviews to people.

Once researchers have chosen a general method,
they must make detailed plans for executing their
study. Thus, Sherman et al. had to decide how many
people they needed to survey and where they would
get their participants. Participants, or subjects, are
the persons or animals whose behavior is system-

atically observed in a study. For their first study,
the researchers chose to use 78 undergraduates (45
women and 29 men) at Stanford University. They also
had to devise a plausible-sounding affirmative action
proposal that students could evaluate, and they had
to craft rating scales that would permit the assess-
ment of subjects’ political ideology and their percep-
tions of their opponents’ political ideology.

Step 3: Collect the Data

The third step in the research enterprise is to collect
the data. Researchers use a variety of data collection
techniques, which are procedures for making em-
pirical observations and measurements. Commonly
used techniques include direct observation, ques-
tionnaires, interviews, psychological tests, physio-
logical recordings, and examination of archival rec-
ords (see Table 2.1). The data collection techniques
used in a study depend largely on what is being inves-
tigated. For example, questionnaires are well suited
for studying attitudes, psychological tests for study-
ing personality, and physiological recordings for
studying the biological bases of behavior. Depend-
ing on the nature and complexity of the study, data
collection can often take months, and it sometimes
requires years of work. One advantage of the survey
method, however, is that you can often collect data
quickly and easily, which was true in this case. Sher-
man and his colleagues simply had their subjects com-
plete a carefully designed questionnaire in exchange
for a small nonmonetary gift.

Step 4: Analyze the Data

and Draw Conclusions

The observations made in a study are usually con-
verted into numbers, which constitute the raw data
of the study. Researchers use statistics to analyze their
data and to decide whether their hypotheses have
been supported. Thus, statistics play an essential role

Table 2-1 Key Data Collection Techniques in Psychology

Direct observation

Observers are trained to watch and record behavior as objectively and precisely as possible. They may

use some instrumentation, such as a stopwatch or video recorder.

Questionnaire

Subjects are administered a series of written questions designed to obtain information about attitudes,

opinions, and specific aspects of their behavior.

Interview

Psychological test

A face-to-face dialogue is conducted to obtain information about specific aspects of a subject’s behavior.

Subjects are administered a standardized measure to obtain a sample of their behavior. Tests are usually

used to assess mental abilities or personality traits.

Physiological
recording

Examination of
archival records

CHAPTER 2
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An instrument is used to monitor and record a specific physiological process in a subject. Examples
include measures of blood pressure, heart rate, muscle tension, and brain activity.

The researcher analyzes existing institutional records (the archives), such as census, economic,
medical, legal, educational, and business records.
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in the scientific enterprise. Based on their statistical
analyses, Sherman et al. (2003) concluded that their
data supported their hypothesis. As predicted, they
found that supporters of the affirmative action pro-
posal greatly overestimated the conservativism of
the rejectors and that the rejectors of the proposal
greatly overestimated the liberalism of the support-
ers (see Figure 2.3). The data indicated that the ac-
tual (average) attitudes of the two groups were not
all that far apart, but each group assumed that their
opponents held very dissimilar views. Obviously, in-
sofar as this may be true of political debates in gen-
eral, it sheds light on (1) why it is often so difficult
for opposing sides to bridge the (perceived) gap be-
tween them, and (2) why people often have such
pervasively negative views of their adversaries.

Step 5: Report the Findings

Scientific progress can be achieved only if research-
ers share their findings with one another and with
the general public. Therefore, the final step in a sci-
entific investigation is to write up a concise summary
of the study and its findings. Typically, researchers
prepare a report that is delivered at a scientific meet-
ing and submitted to a journal for publication. A

Figure 2.3

Results of the Sherman et al. (2003) study. As you can
see, the actual liberal-conservative positions of the supporters
and rejectors of the affirmative action proposal were not all that
far apart (top row). However, when supporters of the proposal
were asked to estimate the political ideology of other supporters
as well as those who rejected the proposal, they assumed that
there was a huge gap between the two groups (middle row).
Similarly, when those who were against the proposal were asked
to make the same estimates (bottom row), they also overesti-
mated the disparity between the two groups.

SOURCE: Sherman, D. K., Nelson, L. D., & Ross, L. D. (2003). Naive realism and
affirmative action: Adversaries are more similar than they think. Basic and Applied

Social Psychology, 25, 275-289. Copyright © 2003 Lawrence Erlbaum Associates, Inc.
Reprinted by permission.
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journal is a periodical that publishes technical and
scholarly material, usually in a narrowly defined
area of inquiry. The study by Sherman and his col-
leagues was published, along with two companion
studies, in a journal called Basic and Applied Social
Psychology.

The process of publishing scientific studies allows
other experts to evaluate and critique new research
findings. When articles are submitted to scientific
journals they go through a very demanding peer re-
view process. Experts thoroughly scrutinize each sub-
mission. They carefully evaluate each study’s meth-
ods, statistical analyses, and conclusions, as well as
its contribution to knowledge and theory. The peer
review process is so demanding, many top journals
reject over 90% of submitted articles! The purpose of
the peer review process is to ensure that journals pub-
lish reliable findings based on high-quality research.
The peer review process is a major strength of the
scientific approach because it greatly reduces the like-
lihood of publishing erroneous findings.

Advantages of the
Scientific Approach

Science is certainly not the only method that can be
used to draw conclusions about behavior. Everyone
uses logic, casual observation, and good old-fashioned
common sense. Because the scientific method often
requires painstaking effort, it seems reasonable to ask
what advantages make it worth the trouble.
Basically, the scientific approach offers two major
advantages. The first is its clarity and precision. Com-
monsense notions about behavior tend to be vague
and ambiguous. Consider the old adage “Spare the
rod and spoil the child.” What exactly does this gen-
eralization about childrearing amount to? How se-
verely should children be punished if parents are not
o “spare the rod”? How do we assess whether a child
qualifies as “spoiled”? A fundamental problem is that
such statements have different meanings, depend-
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ing on the person. When people disagree about this
assertion, it may be because they are talking about
entirely different things. In contrast, the scientific ap-
proach requires that people specify exactly what they
are talking about when they formulate hypotheses.
This clarity and precision enhance communication
about important ideas.

The second and perhaps greatest advantage of-
fered by the scientific approach is its relative intoler-
ance of error. Scientists are trained to be skeptical.
They subject their ideas to empirical tests. They also
scrutinize one another’s findings with a critical eye.
They demand objective data and thorough documen-
tation before they accept ideas. When the findings
of two studies conflict, the scientist tries to figure out
why, usually by conducting additional research. In
contrast, common sense and casual observation often
tolerate contradictory generalizations, such as “Oppo-
sites attract” and “Birds of a feather flock together.”
Furthermore, commonsense analyses involve little
effort to verify ideas or detect errors. Thus, many
“truisms” about behavior that come to be widely be-
lieved are simply myths.

All this is not to say that science has an exclusive
copyright on truth. However, the scientific approach
does tend to yield more accurate and dependable in-
formation than casual analyses and armchair specula-
tion do. Knowledge of scientific data can thus provide
a useful benchmark against which to judge claims
and information from other kinds of sources.

Now that we have had an overview of how the
scientific enterprise works, we can focus on how spe-

> Lookingfor Causes: Experimental Resea

cific research methods are used. Research methods
consist of various approaches to the observation,
measurement, manipulation, and control of vari-
ables in empirical studies. In other words, they are
general strategies for conducting studies. No single
research method is ideal for all purposes and situa-
tions. Much of the ingenuity in research involves se-
lecting and tailoring the method to the question at
hand. The next two sections of this chapter discuss
the two basic types of methods used in psychology:
experimental research methods and descriptive/correla-
tional research methods.

© REVIEW OF KEY POINTS

@ The scientific approach assumes that there are laws of be-
havior that can be discovered through empirical research.
The goals of the science of psychology include (1) the
measurement and description of behavior, (2) the under-
standing and prediction of behavior, and (3) the applica-
tion of this knowledge to the task of controlling behavior.

@ By integrating apparently unrelated facts into a coherent
whole, theories permit psychologists to make the leap from
the description of behavior to the understanding of behav-
ior. Confidence in a theory increases when hypotheses
derived from it are supported by research.

@ A scientific investigation follows a systematic pattern that
includes five steps: (1) formulate a testable hypothesis,
(2) select the research method and design the study,

(3) collect the data, (4) analyze the data and draw con-
clusions, and (5) report the findings.

@ Scientists use operational definitions to clarify what their
variables mean. They depend on statistics to analyze their
data. The two major advantages of the scientific approach
are its clarity in communication and its relative intolerance
of error.

PREVIEW QUESTIONS

What is the difference
between an indepen-
dent variable and a
dependent variable?
What is the purpose

of experimental and
control groups?

What are extraneous
variables and con-
founded variables?
How can experiments
vary in format?

What are the strengths
and weaknesses of
experimental research?

Does misery love company? This question intrigued
social psychologist Stanley Schachter. When peo-
ple feel anxious, he wondered, do they want to be
left alone, or do they prefer to have others around?
Schachter’s review of relevant theories suggested that
in times of anxiety people would want others around
to help them sort out their feelings. Thus, his hypoth-
esis was that increases in anxiety would cause increases
in the desire to be with others, which psychologists
call the need for affiliation. To test this hypothesis,
Schachter (1959) designed a clever experiment.

The experiment is a research method in which
the investigator manipulates a variable under care-
fully controlled conditions and observes whether
any changes occur in a second variable as a result.
The experiment is a relatively powerful procedure
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that allows researchers to detect cause-and-effect rela-
tionships. Psychologists depend on this method more
than any other.

Although its basic strategy is straightforward, in
practice the experiment is a fairly complicated tech-
nique. A well-designed experiment must take into ac-
count a number of factors that could affect the clarity
of the results. To see how an experiment is designed,
let’s use Schachter’s study as an example.

Independent and VL

Dependent Variables S ij'ﬁ;@' b
The purpose of an experiment is to find out whether
changes in one variable (let’s call it X') cause changes
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in another variable (let’s call it Y). To put it more
concisely, we want to find out how X affects Y. In this
formulation, we refer to X as the independent variable
and to Y as the dependent variable.

An independent variable is a condition or event
that an experimenter varies in order to see its im-
pact on another variable. The independent variable
is the variable that the experimenter controls or ma-
nipulates. It is hypothesized to have some effect on
the dependent variable, and the experiment is con-
ducted to verify this effect. The dependent variable
is the variable that is thought to be affected by
manipulation of the independent variable. In psy-
chology studies, the dependent variable is usually a
measurement of some aspect of the participants’ be-
havior. The independent variable is called indepen-
dent because it is free to be varied by the experimenter.
The dependent variable is called dependent because it
is thought to depend (at least in part) on manipula-
tions of the independent variable.

In Schachter’s experiment, the independent variable
was the subjects’ anxiety level. He manipulated anxi-
ety level in a clever way. Participants assembled in his
laboratory were told by a “Dr. Zilstein” that they
would be participating in a study on the physiologi-
cal effects of electric shock. They were further in-
formed that during the experiment they would re-
ceive a series of electric shocks while their pulse and
blood pressure were being monitored. Half of the
subjects were warned that the shocks would be very
painful. They made up the high-anxiety group. The
other half of the participants (the low-anxiety group)
were told that the shocks would be mild and pain-
less. In reality, there was no plan to shock anyone at
any time. These orientation procedures were simply
intended to evoke different levels of anxiety. After
the orientation, the experimenter indicated that there
would be a delay while he prepared the shock appa-
ratus for use. The participants were asked whether
they would prefer to wait alone or in the company of
others. The participants’ desire to affiliate with others was
the dependent variable.

Experimental and \irek
< l

Control Groups SIUER D

In an experiment the investigator typically assembles
two groups of subjects who are treated differently
with regard to the independent variable. These two
groups are referred to as the experimental group and
the control group. The experimental group consists
of the subjects who receive some special treatment
in regard to the independent variable. The control

concept check 2.1 (z

in Appendix A in the back of the book.

\%

Recognizing Independent and Dependent Variables

Check your understanding of the experimental method by identifying the inde-
pendent variable (IV) and dependent variable (DV) in the following investigations.
Note that one study has two IVs and another has two DVs. You'll find the answers

1. Aresearcher is interested in how heart rate and blood pressure are affected by
viewing a violent film sequence as opposed to a nonviolent film sequence.

DV

number of customer complaints.
v

2. An organizational psychologist develops a new training program to improve
clerks’ courtesy to customers in a large chain of retail stores. She conducts an
experiment to see whether the training program leads to a reduction in the

DV

stimuli.
\%

3. Aresearcher wants to find out how stimulus complexity and stimulus contrast
(light/dark variation) affect infants’ attention to stimuli. He manipulates stimulus
complexity and stimulus contrast and measures how long infants stare at various

DV

mity in response to group pressure.
v

4. A social psychologist investigates the impact of group size on subjects’ confor-

DV

group consists of similar subjects who do not re-
ceive the special treatment given to the experimen-
tal group.

In the Schachter study, the participants in the
high-anxiety condition constituted the experimen-
tal group. They received a special treatment designed
to create an unusually high level of anxiety. The par-
ticipants in the low-anxiety condition served as the
control group. They were not exposed to the special
anxiety-arousing procedure.

It is crucial that the experimental and control
groups in a study be alike, except for the different
treatment that they receive in regard to the indepen-
dent variable. This stipulation brings us to the logic
that underlies the experimental method. If the two
groups are alike in all respects except for the variation
created by the manipulation of the independent variable,
any differences between the two groups on the de-
pendent variable must be due to the manipulation of
the independent variable. In this way researchers iso-
late the effect of the independent variable on the de-
pendent variable. Schachter, for example, isolated
the impact of anxiety on the need for affiliation. As
predicted, he found that increased anxiety led to
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Figure 2.4

Results of Schachter’s
study of affiliation. The
percentage of people want-
ing to wait with others was
higher in the high-anxiety
(experimental) group than
in the low-anxiety (control)
group, consistent with
Schachter’s (1959) hypothe-
sis that anxiety would increase
the desire for affiliation. The
graphic portrayal of these
results allows us to see at

a glance the effects of the
experimental manipulation
on the dependent variable.

Web Link 2.3 )
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Psychological

Research on the Net

This site, sponsored by the
American Psychological So-
ciety, is a jumping-off point
for people interested in
participating in ongoing
research projects that are
collecting data over the
Internet. Visitors will find
a host of opportunities

for taking part in genuine
research.
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increased affiliation. As Figure 2.4 indicates, the per-
centage of participants in the high-anxiety group
who wanted to wait with others was nearly twice that
of the low-anxiety group.

wirek
Extraneous Variables SOUEEAD
As we have seen, the logic of the experimental method
rests on the assumption that the experimental and
control groups are alike except for their treatment in
regard to the independent variable. Any other differ-
ences between the two groups can cloud the situation
and make it impossible to draw conclusions about
how the independent variable affects the dependent
variable.

In practical terms, of course, it is impossible to en-
sure that two groups of participants are exactly alike
in every respect. In reality, the experimental and con-
trol groups have to be alike only on dimensions rele-
vant to the dependent variable. Thus, Schachter did
not need to worry about whether his two groups were
similar in hair color, height, or interest in ballet, as
these variables were unlikely to influence the depen-
dent variable of affiliation behavior.

Instead, experimenters concentrate on ensuring
that the experimental and control groups are alike
on a limited number of variables that could have a
bearing on the results of the study. These variables
are called extraneous, secondary, or nuisance vari-
ables. Extraneous variables are any variables other
than the independent variable that seem likely
to influence the dependent variable in a specific
study.

In Schachter’s study, one extraneous variable would
have been the subjects’ tendency to be sociable. Why?
Because participants’ sociability could affect their de-
sire to be with others (the dependent variable). If the
participants in one group had happened to be more
sociable (on the average) than those in the other
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group, the variables of anxiety and sociability would
have been confounded. A confounding of variables
occurs when two variables are linked together in
a way that makes it difficult to sort out their spe-
cific effects. When an extraneous variable is con-
founded with an independent variable, a researcher
cannot tell which is having what effect on the de-
pendent variable.

Unanticipated confoundings of variables have
wrecked innumerable experiments. That is why so
much care, planning, and forethought must go into
designing an experiment. One of the key qualities that
separates a talented experimenter from a mediocre
one is the ability to foresee troublesome extraneous
variables and control them to avoid confoundings.

Experimenters use a variety of safeguards to con-
trol for extraneous variables. For instance, subjects
are usually assigned to the experimental and control
groups randomly. Random assignment of subjects
occurs when all subjects have an equal chance of
being assigned to any group or condition in the
study. When experimenters distribute subjects into
groups through some random procedure, they can
be reasonably confident that the groups will be simi-
lar in most ways. Figure 2.5 provides an overview of
the elements in an experiment, using Schachter’s
study as an example.

Variations in Designing wirek
Experiments SIERb

We have discussed the experiment in only its sim-
plest format, with just one independent variable
and one dependent variable. Actually, many varia-
tions are possible in conducting experiments. Be-
cause you'll be learning about experiments with more
complicated designs, these variations merit a brief
mention.

First, it is sometimes advantageous to use only one
group of subjects who serve as their own control group.
The effects of the independent variable are evaluated
by exposing this single group to two different condi-
tions—an experimental condition and a control condi-
tion. For example, imagine that you wanted to study
the effects of loud music on typing performance. You
could have a group of participants work on a typing
task while loud music was played (experimental con-
dition) and in the absence of music (control condi-
tion). This approach would ensure that the partici-
pants in the experimental and control conditions
would be alike on any extraneous variables involv-
ing their personal characteristics, such as motivation
or typing skill. After all, the same people would be
studied in both conditions.

Learning™ is a trademark used herein under license



Figure 2.5

Hypothesis: The basic elements of
Anxiety increases an experiment. As illus-
desire to affiliate trated by the Schachter

(1959) study, the logic of
experimental design rests on
treating the experimental
and control groups exactly
alike (to control for extrane-
ous variables) except for the
manipulation of the indepen-
dent variable. In this way,
the experimenter attempts

Random Subjects randomly assigned
assignment to experimental and control groups

Manipulation of

independent to isolate the effects of the

variable independent variable on
the dependent variable.

Measurement of

dependent variable

Conclusion:
Anxiety does increase
desire to affiliate
Second, it is possible to manipulate more than one in- Distracting music
dependent variable in a single experiment. Researchers Present Absent

often manipulate two or three independent variables
to examine their joint effects on the dependent vari-
able. For example, in another study of typing perfor-
mance, you could vary both room temperature and
the presence of distracting music (see Figure 2.6).
The main advantage of this approach is that it per-
mits the experimenter to see whether two variables
interact. An interaction means that the effect of one
variable depends on the effect of another. For in-
stance, if we found that distracting music impaired
typing performance only when room temperature
was high, we would be detecting an interaction.
Third, it is also possible to use more than one depen-

Normal

Room temperature

dent variable in a single study. Researchers frequently
use a number of dependent variables to get a more
complete picture of how experimental manipula-
tions affect subjects’ behavior. For example, in your
studies of typing performance, you would probably
measure two dependent variables: speed (words per
minute) and accuracy (number of errors). Figure 2.6

Now that you're familiar with the logic of the ex- ~ Manipulation of two independent variables in an
experiment. As this example shows, when two independent
variables are manipulated in a single experiment, the researcher
has to compare four groups of subjects (or conditions) instead
from this point onward. These studies are provided to  of the usual two. The main advantage of this procedure is that it

give you in-depth examples of how psychologists con- allows an experimenter to see whether two variables interact.
duct empirical research. Each is described in a way

that resembles a journal article, thereby acquainting  information on this format). The Featured Study for
you with the format of scientific reports (see the Per-  this chapter gives you another example of an experi-
sonal Application at the end of the chapter for more = ment in action.

periment, let’s turn to our Featured Study for Chap-
ter 2. You will find a Featured Study in each chapter
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Study

Source: Shepperd, . A., &
McNulty, J. K. (2002). The
affective consequences of
expected and unexpected
outcomes. Psychological
Science, 13, 85-88.

Figure 2.7

Effects of expectations on reactions to grades. Shep-
perd and McNulty (2002) asked subjects to rate how happy
they would feel if they experienced each of the grading sce-
narios described on the right. As predicted, a positive outcome
(receiving an A) resulted in greater happiness when it was un-
expected, and a negative outcome (receiving a C) generated
more disappointment when it was unexpected. (Based on

Shepperd & McNulty, 2002)

Figure 2.8

The Emotional Fallout of Expected and Unexpected Outcomes

Common sense suggests that people feel good when
they experience positive outcomes and that they are dis-
appointed when they experience setbacks, but Shep-
perd and McNulty theorize that people’s reactions to
events aren’t that simple—that outcomes are judged
relative to expectations. According to decision affect the-
ory (Mellers et al., 1997), people’s feelings about events
are determined in part by comparing what actually hap-
pened with what might have been. Hence, two outcomes
that are objectively the same can produce very differ-
ent emotional reactions depending on the participant’s
expectations. Specifically, they hypothesized that bad
outcomes feel worse when unexpected than when ex-
pected and that positive outcomes feel better when unex-
pected than when expected.

Their first test of this hypothesis consisted of a small
survey in which students rated how happy they would
feel in response to four scenarios: (1) they expected to
earn an A in a course and they received an A, (2) they
expected an A and they got a C, (3) they expected a C
and got an A, and (4) they expected a C and got a C.
Subjects’ ratings of how they would feel about each of
these scenarios, which can be seen in Figure 2.7, sup-
ported the hypothesis that events are judged relative to
expectations. After obtaining these encouraging find-
ings, Shepperd and McNulty then put their hypothesis
to an experimental test.

Hypothetical
situation

Method

Participants. Ninety introductory psychology students
(25 males, 65 females) served as subjects. They earned
credit toward a course requirement mandating partici-
pation in research. They participated in groups of 1 to 3
people.

Procedure. Subjects met an experimenter wearing a
lab coat who appeared to be affiliated with the univer-
sity hospital. They were told that the study was con-
cerned with their attitudes about a new home medical
test that was designed to detect a plausible-sounding
but fictitious medical condition (an enzyme deficiency).
They were given the (bogus) medical test, which required
them to hold a strip under their tongue for 30 seconds.
The strips were collected and taken away for analysis.
In a few minutes the experimenter returned and gave
each participant a sealed envelope containing his or her
test results. Subjects’ expectations were manipulated as
follows. Half the subjects were told that the enzyme de-
ficiency was uncommon among college students, so they
expected good news, whereas the other half were told
that the enzyme deficiency was prevalent among college
students, so they expected bad news. After getting their
test results, participants were asked to rate their emo-
tions. After their ratings were turned in, they were thor-
oughly debriefed about the true nature of the study.

Expect A, receive A

Expect C, receive A

Expect A, receive C

Expect C, receive C

o
[N

Experimental
condition

2 3 4 5 6 7
Mean rating of happiness

Effects of expectations on reactions to positive and ‘ ‘

negative outcomes. In their experiment, Shepperd and
McNulty (2002) manipulated subjects’ expectations about the
likely result of an apparent medical test. After receiving either
good or bad test results, participants filled out ratings of their

Expect bad news,
receive good news

Expect good news,
receive good news

emotions that were summed into the mood scores graphed here. !

As you can see, people felt better about good news when it was
unexpected, and they felt better about bad news when it was
expected. (Based on Shepperd & McNulty, 2002)

Expect good news,
receive bad news

Expect bad news,
receive bad news

o
[,
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Results

The data are summarized in Figure 2.8, which shows
the mean emotion ratings for each condition. As pre-
dicted, subjects who were informed that they tested pos-
itive for the enzyme deficiency felt worse when this news
was unexpected than when it was expected. And those
who were told that they did not have the enzyme defi-
ciency felt better when this result was unexpected than
when it was expected.

Discussion

The authors conclude that their results provide strong
support for their hypothesis that people’s expectations
color their evaluation of events—in a study that was re-
alistic and highly involving to participants. As they put
it, “People feel bad when their outcomes fall short of
their expectations and feel elated when their outcomes

exceed their expectations” (p. 87). They note that their
findings are consistent with the folk wisdom contained
in the advice “Expect the worst and you will never be
disappointed.”

Comment

This study was featured because it addresses an inter-
esting question using a reasonably straightforward ex-
perimental design. It also provides a nice demonstra-
tion of one of this text’s unifying themes—that people’s
experience of the world is highly subjective. It shows
how two individuals can experience the same event—
for example, getting a grade of C in a course—but re-
act to it very differently. The study also highlights the
enormous power of expectations, which is a phenome-
non that we will see repeatedly as we proceed through
this book.

Advantages and
Disadvantages of
Experimental Research

The experiment is a powerful research method. Its
principal advantage is that it permits conclusions
about cause-and-effect relationships between vari-
ables. Researchers are able to draw these conclusions
about causation because the precise control available
in the experiment allows them to isolate the rela-
tionship between the independent variable and the
dependent variable while neutralizing the effects of
extraneous variables. No other research method can
duplicate this strength of the experiment. This ad-
vantage is why psychologists usually prefer to use
the experimental method whenever possible.

For all its power, however, the experiment has lim-
itations. One problem is that experiments are often
artificial. Because experiments require great control
over proceedings, researchers must often construct
simple, contrived situations to test their hypotheses
experimentally. For example, to investigate decision
making in juries, psychologists have conducted many
experiments in which subjects read a brief summary
of a trial and then record their individual “verdicts”
of innocence or guilt. This approach allows the ex-
perimenter to manipulate a variable, such as the race
of the defendant, to see whether it affects the par-
ticipants’ verdicts. However, critics have pointed out
that having a participant read a short case summary
and make an individual decision cannot really com-
pare to the complexities of real trials (Weiten & Dia-
mond, 1979). In actual court cases, jurors may spend

weeks listening to confusing testimony while mak-
ing subtle judgments about the credibility of wit-
nesses. They then retire for hours of debate to arrive
at a group verdict, which is quite different from ren-
dering an individual decision. Many researchers have
failed to do justice to this complex process in their
laboratory experiments. When experiments are highly
artificial, doubts arise about the applicability of find-
ings to everyday behavior outside the experimental
laboratory.

Another disadvantage is that the experimental
method can’t be used to explore some research ques-
tions. Psychologists are frequently interested in the
effects of factors that cannot be manipulated as in-
dependent variables because of ethical concerns or
practical realities. For instance, you might be inter-
ested in whether a nutritionally poor diet during preg-
nancy increases the likelihood of birth defects. This
clearly is a significant issue. However, you obviously
cannot select 100 pregnant women and assign 50 of
them to a condition in which they consume an in-
adequate diet. The potential risk to the health of the
women and their unborn children would make this
research strategy unethical.

In other cases, manipulations of variables are dif-
ficult or impossible. For example, you might want to
know whether being brought up in an urban as op-
posed to a rural area affects people’s values. An exper-
iment would require you to randomly assign similar
families to live in urban and rural areas, which obvi-
ously is impossible to do. To explore this question,
you would have to use descriptive/correlational re-
search methods, which we turn to next.
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© REVIEW OF KEY POINTS

@ Experimental research involves the manipulation of an
independent variable to determine its effect on a depen-
dent variable. This research is usually done by comparing
experimental and control groups, which must be alike
in regard to important extraneous variables.

@ Any differences between the groups in the dependent
variable ought to be due to manipulation of the indepen-
dent variable, as long as there are no confounds. Variables
are said to be confounded when they vary together so that
researchers cannot isolate the effect of the independent
variable on the dependent variable.

> Looking for: Links: Descriptive/Correlational

& Experimental designs may vary. For example, sometimes an
experimental group serves as its own control group. And
many experiments have more than one independent variable
or more than one dependent variable.

@ In our first Featured Study, Shepperd and McNulty (2002)
used the experimental method to demonstrate that emo-
tional reactions to events depend on people’s expectations.

@ The experiment is a powerful research method that permits
conclusions about cause-and-effect relationships between
variables. However, the experimental method is often not
usable for a specific problem, and many experiments tend
to be artificial.

Research

PREVIEW QUESTIONS

@ How does naturalistic
observation work?

@ How can case studies
be used to look for
general principles of
behavior?

@ Why do researchers use
surveys?

@ What are the strengths
and weaknesses of
descriptive/correlational
research?

Naturalistic observation can
be complex and challenging,
as the study by Levine and
Norenzayan (1999) illus-
trates. One of their measures
of the pace of life in 31 cul-
tures involved estimating
people’s walking speed in
downtown locations. To re-
duce the influence of con-
founding factors, they had to
find sidewalks that were un-
obstructed, uncrowded, not
dominated by window shop-
pers, and so forth. Moreover,
they had to find reasonably
comparable locations in 31
very different types of cities.

As we just noted, in some situations psychologists can-
not exert experimental control over the variables they
want to study. In such situations, investigators must
rely on descriptive/correlational research methods. These
methods include naturalistic observation, case studies,
and surveys. What distinguishes these methods is that
the researcher cannot manipulate the variables under
study. This lack of control means that these methods
cannot be used to demonstrate cause-and-effect rela-
tionships between variables. Descriptive/correlational
methods permit investigators to only describe patterns of
behavior and discover links or associations between vari-
ables. That is not to suggest that associations are un-
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important. You'll see in this section that information
on associations between variables can be extremely
valuable in our efforts to understand behavior.

Naturalistic Observation

Does the pace of everyday life vary substantially from
one culture to the next? Do people operate at a dif-
ferent speed in say, Germany, as opposed to Canada
or Brazil? Are factors such as economic vitality and
climate related to differences in the pace of life? These
are the kinds of questions that intrigued Robert V.
Levine and Ara Norenzayan (1999), who compared
the pace of life in 31 countries around the world. Per-
haps they could have devised an experiment to exam-
ine this question, but they wanted to focus on the pace
of life in the real world rather than in the laboratory.

To study the pace of life, Levine and Norenzayan
(1999) had to come up with concrete ways to mea-
sure it—their operational definition of the concept.
The measure they chose depended on naturalistic ob-
servation. In naturalistic observation a researcher
engages in careful observation of behavior without
intervening directly with the subjects. In this in-
stance, the researchers observed (1) the average walk-
ing speed in downtown locations, (2) the accuracy
of public clocks, and (3) the speed with which postal
clerks completed a simple request. Their collection
of data on walking speed illustrates the careful plan-
ning required to execute naturalistic observation ef-
fectively. In the main downtown area of each city,
they had to find two flat, unobstructed, uncrowded
60-foot walkways where they could unobtrusively
time pedestrians during normal business hours. Only
adult pedestrians walking alone and not window
shopping were timed. In most cities, the observations
continued until 35 men and 35 women had been
timed.
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Table 2-2 Levine and Norenzayan'’s (1999) Ranking of the Pace of Life in 31 Cultures

1 Switzerland 11
2 Ireland 12
3 Germany 13
4 Japan 14
5 Italy 15
6 England 16
7 Sweden 17
8 Austria 18
9 Netherlands 19
10 Hong Kong 20

France 21 Greece
Poland 22 Kenya
Costa Rica 23 China
Taiwan 24 Bulgaria
Singapore 25 Romania
United States 26 Jordan
Canada 27 Syria
S. Korea 28 El Salvador
Hungary 29 Brazil
Czech Republic 30 Indonesia
31 Mexico

Source: Adapted from Levine, R. V., & Norenzayan, A. (1999). The pace of life in 31 countries. Journal of Cross-Cultural Psychology, 30 (2), 178-205. Copyright © 1999 by Sage

Publications. Reprinted by permission.

Levine and Norenzayan conducted their natural-
istic observations in 31 countries, typically using the
largest city in each country as the locale for their re-
search. Their findings, based on all three measures, are
summarized in Table 2.2, which ranks the pace of
life in the countries studied. Their data suggest that
the pace of life is fastest in the countries of Western
Europe and in Japan. Using archival data, they also
conducted correlational analyses to see whether vari-
ations in the pace of life were associated with factors
such as climate, economic vitality, or population size.
Among other things, they found that the pace of life
was faster in colder climates and in countries that were
more economically productive.

This type of research is called naturalistic because
behavior is allowed to unfold naturally (without in-
terference) in its natural environment—that is, the
setting in which it would normally occur. The major
strength of naturalistic observation is that it allows
researchers to study behavior under conditions that
are less artificial than in experiments. A major prob-
lem with this method is that researchers often have
trouble making their observations unobtrusively so
they don't affect their participants’ behavior.

Case Studies

What portion of people who commit suicide suffer
from psychological disorders? Which disorders are
most common among victims of suicide? In health
care visits during the final month of their lives, do
people who commit suicide communicate their in-
tent to do so? A research team in Finland wanted to
investigate the psychological characteristics of peo-
ple who take their own lives (Henriksson et al., 1993;

Isometsa et al., 19935). Other researchers had explored
these questions, but the Finnish team planned a com-
prehensive, national study of unprecedented scope.
Their initial sample consisted of all the known sui-
cides in Finland for an entire year.

The research team decided that their question
called for a case study approach. A case study is an
in-depth investigation of an individual subject.
When this method is applied to victims of suicide the
case studies are called psychological autopsies. A vari-
ety of data collection techniques can be used in case
studies. In normal circumstances, when the partici-
pants are not deceased, typical techniques include
interviewing the subjects, interviewing people who
are close to the subjects, direct observation of the
subjects, examination of records, and psychological
testing. In this study, the investigators conducted
thorough interviews with the families of the suicide
victims and with the health care professionals who
had treated them. The researchers also examined
the suicide victims’ medical, psychiatric, and social
agency records, as well as relevant police investiga-
tions and forensic reports. Comprehensive case re-
ports were then assembled for each person who com-
mitted suicide.

These case studies revealed that in 93% of the sui-
cides the victim suffered from a significant psycho-
logical disorder (Henriksson et al., 1993). The most
common diagnoses, by a large margin, were depres-
sion and alcohol dependence. In 571 cases, victims
had a health care appointment during the last four
weeks of their lives, but only 22% of these people
discussed the possibility of suicide during their final
visit (Isometsa et al., 1995). Even more surprising, the
sample included 100 people who saw a health pro-
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Figure 2.9

An example of a case
study report. As this ex-
ample illustrates, case studies
are particularly appropriate
for clinical situations in which
efforts are made to diagnose
and treat psychological prob-
lems. Usually, one case study
does not provide much basis
for deriving general laws of
behavior. However, if you ex-
amine a series of case studies
involving similar problems,
you can look for threads of
consistency that may yield
general conclusions.

SOURCE: Greenfeld, D. (1985). The
psychotic patient: Medication and psycho-
therapy. New York: The Free Press.

Copyright © 1985 by David Greenfeld.
Reprinted by permission of the author.

Case Study Page 2
Jennie is a 21-year-old single college
student with no prior psychiatric history.
She was admitted to a short-term psychi-
atric ward from a hospital emergency room
with a chief complaint of "I think I was

psychotic.” For several months prior to
her admission she reported a series of
"strange experiences." These included
religious experiences, increased anxiety,
a conviction that other students were
conspiring against her, wisual distor-
tions, auditory hallucinations, and grand-
iose delusions. During the week prior to
admission, the symptoms gradually worsened,
and eventually she became agitated and
disorganized.

A number of stressful events preceded
this decompensation. A maternal aunt, a
strong and central figure in her family,
had died four months previcusly. As a
college senior, she was struggling with
decisions about her career choices fol-
lowing graduation. She was considering
applying to graduate programs but was
unable to decide which course of study
she preferred. She was very much involved
with her boyfriend, also a college senior.
He, too, was struggling with anxiety
about graduation, and it was not clear
that their relationship would ceontinue.
The patient also reported feeling pres-
sured and overextended.

The patient’s older sister had suffered
two psychotic episodes. This sister had
slowly deteriorated, particularly after

fessional on the same day they killed themselves, yet
only 21% of these individuals raised the issue of sui-
cide. The investigators concluded that mental illness
is a contributing factor in virtually all completed sui-
cides and that the vast majority of suicidal people do
not spontaneously reveal their intentions to health
care professionals.

Clinical psychologists, who diagnose and treat psy-
chological problems, routinely do case studies of their
clients (see Figure 2.9). When clinicians assemble a
case study for diagnostic purposes, they generally are
not conducting empirical research. Case study research
typically involves investigators analyzing a collec-
tion of case studies to look for patterns that permit
general conclusions.

Case studies are particularly well suited for inves-
tigating certain phenomena, such as psychological
disorders. They can also provide compelling, real-life
illustrations that bolster a hypothesis or theory. How-
ever, the main problem with case studies is that they
are highly subjective. Information from several sources
must be knit together in an impressionistic way. In
this process, clinicians and researchers often focus
selectively on information that fits with their expec-
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tations, which usually reflect their theoretical slant.
Thus, it is relatively easy for investigators to see what
they expect to see in case study research.

Surveys

Are taller people more successful in life? That would
hardly seem fair, but folk wisdom suggests that height
is associated with success. Some empirical studies of
this issue have been conducted over the years, but
many of them are extremely old and hobbled by a
variety of methodological weaknesses. Hence, Timo-
thy Judge and Daniel Cable (2004) set out to conduct
a thorough investigation of the relationship between
height and income. Their study depended on survey
data. In a survey researchers use questionnaires or
interviews to gather information about specific
aspects of participants’ background and behavior.
In this case, Judge and Cable examined already-
existing data that had been collected in four large-
scale surveys that were concerned with other issues.
Information on height and income were available for
over 8000 participants from these studies.

What did the survey data reveal? In all four stud-
ies a modest association was found between height
and income, with taller people earning more money.
The association was not particularly strong, but it
was not negligible. For example, based on their data,
Judge and Cable estimated that someone 6 feet tall
would earn $166,000 more during a 30-year career
than someone 5 feet 5 inches tall. The relationship
between greater height and greater income held for
both men and women. The strength of the associa-
tion varied somewhat across occupational areas. The
height-income link was strongest for people in sales
or management. The authors conclude that “our
analyses revealed that height clearly matters in the
context of workplace success” (p. 437). They discuss
a variety of possible explanations for the association
between height and earnings. Among other things,
they note that taller people may develop higher self-
esteem, which could foster better performance. An-
other possibility is that people just assume that taller
individuals are more capable and competent and
hence are more likely to buy products from them, hire
them for good jobs, and promote them into even
better positions. The exact mechanisms underlying
the correlation between height and income are yet
to be determined.

Surveys are often used to obtain information on
aspects of behavior that are difficult to observe di-
rectly. Surveys also make it relatively easy to collect
data on attitudes and opinions from large samples of
participants. The major problem with surveys is that
they depend on self-report data. As we’ll discuss later,
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intentional deception, wishful thinking, memory
lapses, and poorly worded questions can distort par-
ticipants’ verbal reports about their behavior (Kros-
nick, 1999).

Advantages and Disadvantages
of Descriptive/Correlational
Research

Descriptive/correlational research methods have ad-
vantages and disadvantages, which are compared to
the strengths and weaknesses of experimental research

in Figure 2.10. As a whole, the foremost advantage
of these methods is that they give researchers a way
to explore questions that could not be examined with
experimental procedures. For example, after-the-fact
analyses would be the only ethical way to investigate
the possible link between poor maternal nutrition
and birth defects in humans. In a similar vein, if re-
searchers hope to learn how urban and rural up-
bringing relate to people’s values, they have to de-
pend on descriptive methods, since they can’t control
where subjects grow up. Thus, descriptive/correlational
research broadens the scope of phenomena that psycholo-
gists are able to study.

Figure 2.10

Comparison of major
research methods. This
chart pulls together a great
deal of information on key
research methods in psychol-
ogy and gives a simple ex-
ample of how each method
might be applied in research
on aggression. As you can
see, the various research
methods each have their
strengths and weaknesses.

Overview of key research methods in psychology

Research method

Description

Example

Advantages

Disadvantages

Experiment

Manipulation of

an independent
variable under
carefully controlled
conditions to see
whether any changes
occur in a dependent
variable

Youngsters are
randomly assigned
to watch a violent or
nonviolent film, and
their aggression is
measured in a
laboratory situation

Precise control over
variables; ability to
draw conclusions
about cause-and-
effect relationships

Contrived situations
often artificial; ethical
concerns and practical
realities preclude
experiments on many
important questions

Naturalistic
observation

~

Careful, usually
prolonged observation
of behavior without
direct intervention

Youngsters’ spontaneous
acts of aggression during
recreational activities are
observed unobtrusively
and recorded

Minimizes artificiality;
can be good place to
start when little is known
about phenomena

under study

Often difficult to remain
unobtrusive; can't
explain why certain
patterns of behavior
were observed

Case studies

In-depth investigation
of a single participant
using direct interview,
direct observation, and
other data collection
techniques

Detailed case histories
are worked up for
youngsters referred to
counseling because of
excessive aggressive
behavior

Well-suited for study
of certain phenomena;
can provide compelling
illustrations to support
a theory

Subjectivity makes it
easy to see what one
expects to see based
on one's theoretical
slant; clinical samples
often unrepresentative

Surveys

Use of questionnaires
or interviews to gather
information about
specific aspects of
participants’ behavior

Youngsters are given
questionnaire that
describes hypothetical
scenarios and are asked
about the likelihood of
aggressive behavior

Can gather data on
difficult-to-observe
aspects of behavior;
relatively easy to collect
data from large samples

Sef-report data often
unreliable, due to
intentional deception,
social desirability bias,
response sets, memory
lapses, and wishful
thinking

The Research Enterprise in Psychology
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concept check 2.2 (z

Matching Research Methods to Questions

Check your understanding of the uses and strengths of various research methods by
figuring out which method would be optimal for investigating the following ques-
tions about behavioral processes. Choose from the following methods: (a) experiment,
(b) naturalistic observation, (c) case study, and (d) survey. Indicate your choice (by
letter) next to each question. You'll find the answers in Appendix A in the back of
the book.

1. Are people’s attitudes about nuclear disarmament related to their social
class or education?

2. Do people who suffer from anxiety disorders share similar early child-
hood experiences?

3. Do troops of baboons display territoriality—that is, do they mark off an
area as their own and defend it from intrusion by other baboons?

4. Can the presence of food-related cues (delicious-looking desserts in
advertisements, for example) cause an increase in the amount of food
that people eat?

Unfortunately, descriptive methods have one sig-
nificant disadvantage: Investigators cannot control
events to isolate cause and effect. Consequently, corre-
lational research cannot demonstrate conclusively that
two variables are causally related. As an example, con-

sider the cross-cultural investigation of the pace of
life that we discussed earlier. Although Levine and
Norenzayan (1999) found an association between
colder climates and a faster pace of life, their data do
not permit us to conclude that a cold climate causes
a culture to move at a faster pace. Too many factors
were left uncontrolled in the study. For example, we
do not know how similar the cold and warm cities
were. Climate could co-vary with some other factors,
such as modernization or economic vitality, that
might have led to the observed differences in the
pace of life.

© REVIEW OF KEY POINTS

@ Psychologists rely on descriptive/correlational research when
they are unable to manipulate the variables they want to
study. Naturalistic observation involves careful, prolonged
observation of behavior in its natural setting without any
intervention.

@ Clinical research depends heavily on case studies, which
involve in-depth investigations of individuals. In a survey,
researchers interview participants or administer question-
naires to gather information on specific aspects of behavior.

@ Descriptive/correlational research methods allow psycholo-
gists to explore issues that might not be open to experi-
mental investigation. However, these research methods
cannot demonstrate cause-effect relationships.

PREVIEW QUESTIONS

> Looking for. Conclusions: Statisticsiand Research

Whether researchers use experimental or correlational

What are the three methods, they need some way to make sense of their
measures of central data. Statistics is the use of mathematics to orga-
tendency?

nize, summarize, and interpret numerical data.

How do researchers R .

measure variability? Statistical analyses permit researchers to draw con-
What is the difference clusions based on their observations. Many students
between positive and find statistics intimidating, but statistics are an inte-

negative correlations? gral part of modern life. Although you may not real-

How is correlation ize it, you are bombarded with statistics nearly every
related to prediction . R

and causation? day. When you read about economists’ projections
What does statistical for inflation, when you check a baseball player’s bat-
significance mean? ting average, when you see the popularity ratings of

television shows, you are dealing with statistics. In
this section, we will examine a few basic statistical
concepts that will help you understand the research
discussed throughout this book. For the most part,
we won'’t concern ourselves with the details of statis-
tical computations. These details and some additional
statistical concepts are discussed in Appendix B at
the back of the book. At this juncture, we will dis-
cuss only the purpose, logic, and value of the two
basic types of statistics: descriptive statistics and in-
ferential statistics.

@ CHAPTER 2
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‘vek

Descriptive Statistics & ld

Descriptive statistics are used to organize and sum-
marize data. They provide an overview of numeri-
cal data. Key descriptive statistics include measures
of central tendency, measures of variability, and the
coefficient of correlation. Let’s take a brief look at
each of these.

‘vek

Central Tendency lc
In summarizing numerical data, researchers often
want to know what constitutes a typical or average
score. To answer this question, they use three mea-
sures of central tendency: the median, the mean,
and the mode. The median is the score that falls
exactly in the center of a distribution of scores.
Half of the scores fall above the median and half fall
below it. The mean is the arithmetic average of the
scores in a distribution. It is obtained by adding up
all the scores and dividing by the total number of
scores. Finally, the mode is the most frequent score
in a distribution.



In general, the mean is the most useful measure
of central tendency because additional statistical ma-
nipulations can be performed on it that are not pos-
sible with the median or mode. However, the mean
is sensitive to extreme scores in a distribution, which
can sometimes make the mean misleading. To illus-
trate, imagine that you're interviewing for a sales po-
sition at a company. Unbeknownst to you, the com-
pany’s five salespeople earned the following incomes
in the previous year: $20,000, $20,000, $25,000,
$35,000, and $200,000. You ask how much the typical
salesperson earns in a year. The sales director proudly
announces that her five salespeople earned a mean
income of $60,000 last year (the calculations are
shown in Figure 2.11). However, before you order
that expensive new sports car, you had better inquire
about the median and modal income for the sales staff.
In this case, one extreme score ($200,000) has inflated
the mean, making it unrepresentative of the sales
staff’s earnings. In this instance, the median ($25,000)
and the mode ($20,000) both provide better estimates
of what you are likely to earn.

‘“ek
Variability e
In describing a set of data it is often useful to have
some estimate of the variability among the scores.
Variability refers to how much the scores in a data
set vary from each other and from the mean. The
standard deviation is an index of the amount of
variability in a set of data. When variability is great,
the standard deviation will be relatively large. When
variability is low, the standard deviation will be
smaller. This relationship is apparent if you examine
the two sets of data in Figure 2.12. The mean is the
same for both sets of scores, but variability clearly is
greater in set B than in set A. This greater variability
yields a higher standard deviation for set B than for
set A. Estimates of variability play a crucial role when
researchers use statistics to decide whether the results
of their studies support their hypotheses.

‘vek

Correlation 1d
A correlation exists when two variables are related
to each other. Investigators often want to quantify
the strength of an association between two variables,
such as between class attendance and course grades,
or between cigarette smoking and physical disease.
In this effort, they depend extensively on a useful
descriptive statistic: the correlation coefficient. The
correlation coefficient is a numerical index of the
degree of relationship between two variables. A
correlation coefficient indicates (1) the direction
(positive or negative) of the relationship and (2) how
strongly the two variables are related.

20,000
> Mode (most frequent)
-
20,000
25,000 Median (middle)
35,000
200,000

300,000 + 5=60,000 ——— Mean (arithmetic average)

Positive Versus Negative Correlation. A positive
correlation indicates that two variables co-vary in the
same direction. This means that high scores on vari-
able X are associated with high scores on variable Y
and that low scores on variable X are associated with
low scores on variable Y. For example, a positive corre-
lation exists between high school grade point average
(GPA) and subsequent college GPA. That is, people
who do well in high school tend to do well in col-
lege, and those who perform poorly in high school
tend to perform poorly in college (see Figure 2.13 on
the next page).

In contrast, a negative correlation indicates that
two variables co-vary in the opposite direction. This
means that people who score high on variable X tend
to score low on variable Y, whereas those who score
low on X tend to score high on Y. For example, in most
college courses a negative correlation exists between
how frequently students are absent and how well
they perform on exams. Students who have a high
number of absences tend to get low exam scores,
while students who have a low number of absences
tend to earn higher exam scores (see Figure 2.13).

If a correlation is negative, a minus sign (—) is al-
ways placed in front of the coefficient. If a correlation

Speed (miles per hour)

SetA Set B
Perfection Boulevard Wild Street

35 21
34 37
33 50
37 28
38 42
40 37
36 39
33 25
34 23
30 48
3% Mean 35

2.87 Standard 1039
’ deviation :
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Figure 2.11

Measures of central
tendency. The three mea-
sures of central tendency
usually converge, but that
is not always the case, as
these data illustrate. Which
measure is most useful de-
pends on the nature of the
data. Generally, the mean

is the best index of cen-

tral tendency, but in this
instance the median is more
informative.

Figure 2.12

Variability and the
standard deviation.
Although these two sets of
data produce the same mean,
or average, an observer on
Wild Street would see much
more variability in the speeds
of individual cars than an
observer on Perfection Boule-
vard would. As you can see,
the standard deviation for set
B is higher than that for set A
because of the greater varia-
bility in set B.

®



Figure 2.13

Positive and negative
correlation. Notice that
the terms positive and nega-
tive refer to the direction of
the relationship between two
variables, not to its strength.
Variables are positively corre-
lated if they tend to increase
and decrease together and
they are negatively correlated
if one tends to increase when
the other decreases.

Web Link 2.5 @D

HyperStat Online

For psychology research-
ers who find they’ve tem-
porarily misplaced their
statistics textbook, here’s
one written in hypertext
by Professor David M. Lane
of Rice University, and it’s
always available free online.
He also includes links to
excellent resources involv-
ing statistics, the analysis
of experimental data,

and even some statistical
humor.

Figure 2.14

Interpreting correlation
coefficients. The magni-
tude of a correlation coeffi-
cient indicates the strength
of the relationship between
two variables. The sign (plus
or minus) indicates whether
the correlation is positive

or negative. The closer the
coefficient comes to +1.00
or —1.00, the stronger the
relationship between the
variables.

Positive correlation

High scores on X are associated with high scores on Y,
and low scores on X are associated with low scores on Y.

X Y

High College High College
school GPA school GPA

GPA GPA

is positive, a plus sign (+) may be placed in front of
the coefficient, or the coefficient may be shown with
no sign. Thus, if there’s no sign, the correlation is
positive.

Strength of the Correlation. Whereas the positive
or negative sign indicates the direction of an associ-
ation, the size of the coefficient indicates the strength
of an association between two variables. The coeffi-
cient can vary between 0 and +1.00 (if positive) or
between 0 and —1.00 (if negative). A coefficient near
0 indicates no relationship between the variables;
that is, high or low scores on variable X show no con-
sistent relationship to high or low scores on variable
Y. A coefficient of +1.00 or —1.00 indicates a perfect,
one-to-one correspondence between the two vari-
ables. Most correlations fall between these extremes.

The closer the correlation is to either —1.00 or
+1.00, the stronger the relationship (see Figure 2.14).
Thus, a correlation of .90 represents a stronger ten-
dency for variables to be associated than a correla-
tion of .40 does. Likewise, a correlation of —.75 rep-
resents a stronger relationship than a correlation of
—.45. Keep in mind that the strength of a correlation

Negative correlation

ate Low
| | \ \ \

-1.00 -.90 -.80 -70 -.60 -.50 —.40 -30 -.20 -.10

Increasing —=&

Strength of rel‘:tionship

Negative correlation

High scores on X are associated with low scores on Y,
and low scores on X are associated with high scores on Y.

X Y
Absences Exam Absences Exam
scores scores

depends only on the size of the coefficient. The posi-
tive or negative sign simply indicates the direction
of the relationship. Therefore, a correlation of —.60
reflects a stronger relationship than a correlation
of +.30.

To give you some concrete examples of correla-
tion coefficients of different strengths, let’s revisit
some of the studies we have discussed in this section.
In our earlier example of naturalistic observation,
Levine and Norenzayan (1999) found a robust corre-
lation of +.74 between a measure of economic vital-
ity (gross domestic product per capita) and the over-
all pace of life in various cultures, but they found a
negligible correlation (—.07) between population size
and the pace of life. In our earlier example of survey
research, Judge and Cable (2004) found an average
correlation of .29 between height and income. Thus,
the computation of correlation coefficients permits
researchers to precisely quantify the strength of the
associations between variables.

Correlation and Prediction. You may recall that
one of the key goals of scientific research is accurate
prediction. A close link exists between the magnitude

Positive correlation

Low Moderate
\ \ \ \ | |

0o .10 .20 30 .40 .50 .60 .70 .80 .90 1.00
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of a correlation and the power it gives scientists to
make predictions. As a correlation increases in strength
(gets closer to either —1.00 or +1.00), the ability to pre-
dict one variable based on knowledge of the other vari-
able increases.

To illustrate, consider how college admissions tests
(such as the SAT or ACT) are used to predict college
performance. When students’ admissions test scores
and first-year college GPA are correlated, researchers
generally find moderate positive correlations in the
.40s and .50s (Gregory, 1996). Because of this rela-
tionship, college admissions committees can predict
with modest accuracy how well prospective students
will do in college. Admittedly, the predictive power
of these admissions tests is far from perfect. But it’s
substantial enough to justify the use of the tests as
one factor in making admissions decisions. However,
if this correlation were much higher, say .90, admis-
sions tests could predict with superb accuracy how
students would perform. In contrast, if this correla-
tion were much lower, say .20, the tests’ prediction of
college performance would be so poor that it would
be unreasonable to consider the test scores in admis-
sions decisions.

Correlation and Causation. Although a high corre-
lation allows us to predict one variable from another,
it does not tell us whether a cause-effect relationship
exists between the two variables. The problem is that
variables can be highly correlated even though they
are not causally related. For example, there is a sub-
stantial positive correlation between the size of young
children’s feet and the size of their vocabulary. That
is, larger feet are associated with a larger vocabulary.
Obviously, increases in foot size do not cause in-
creases in vocabulary size. Nor do increases in vocab-
ulary size cause increases in foot size. Instead, both
are caused by a third variable: an increase in the chil-
dren’s age.

When we find that variables X and Y are correlated,
we can safely conclude only that X and Y are related.
We do not know how X and Y are related. We do not
know whether X causes Y or Y causes X or whether
both are caused by a third variable. For example, sur-

@
\i/\:Y

concept check 2.3 (x

Understanding Correlation

in item 2. You'll find the answers in Appendix A.

a. Low grades cause low self-esteem.

achievement.

n

achievement.

negative.

vey studies have found a positive correlation between
smoking and the risk of experiencing a major depres-
sive disorder (Breslau, Kilbey, & Andreski, 1991, 1993).
Although it’s clear that an association exists between
smoking and depression, it’s hard to tell what's caus-
ing what. The investigators acknowledge that they
don’t know whether smoking makes people more
vulnerable to depression or whether depression in-
creases the tendency to smoke. Moreover, they note
that they can’t rule out the possibility that both are
caused by a third variable (Z). Perhaps anxiety and
neuroticism increase the likelihood of both taking
up smoking and becoming depressed. The plausible
causal relationships in this case are diagrammed in
Figure 2.15, which illustrates the “third variable prob-
lem” in interpreting correlations. This is a common
problem in research, and you'll see this type of dia-
gram again when we discuss other correlations. Thus,
it is important to remember that correlation is not equiv-
alent to causation.

= Neuroticism

Smoking i Depression
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Check your understanding of correlation by interpreting the meaning of the correla-
tion in item 1 and by guessing the direction (positive or negative) of the correlations

1. Researchers have found a substantial positive correlation between youngsters’
self-esteem and their academic achievement (measured by grades in school).
Check any acceptable conclusions based on this correlation.

b. There is an association between self-esteem and academic

. High self-esteem causes high academic achievement.
d. High ability causes both high self-esteem and high academic

e. Youngsters who score low in self-esteem tend to get low grades, and
those who score high in self-esteem tend to get high grades.
2. Indicate whether you would expect the following correlations to be positive or
a. The correlation between age and visual acuity (among adults).

b. The correlation between years of education and income.
c. The correlation between shyness and the number of friends one has.

Figure 2.15

Three possible causal
relations between corre-
lated variables. If variables
X and Y are correlated, does
X cause Y, does Y cause X,

or does some hidden third
variable, Z, account for the
changes in both X and Y?

As the relationship between
smoking and depression
illustrates, a correlation alone
does not provide the answer.
We will encounter this prob-
lem of interpreting the mean-
ing of correlations frequently
in our discussions of behav-

ioral research.
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Inferential Statistics

After researchers have summarized their data with de-
scriptive statistics, they still need to decide whether
their data support their hypotheses. Inferential sta-
tistics are used to interpret data and draw conclu-
sions. Working with the laws of probability, research-
ers use inferential statistics to evaluate the possibility
that their results might be due to the fluctuations of
chance.

To illustrate this process, envision a hypothetical
experiment. A computerized tutoring program (the
independent variable) is designed to increase sixth-
graders’ reading achievement (the dependent vari-
able). Our hypothesis is that program participants
(the experimental group) will score higher than non-
participants (the control group) on a standardized
reading test given near the end of the school year.
Let’s assume that we compare 60 subjects in each
group. We obtain the following results, reported in
terms of participants’ grade-level scores for reading:

Control group Experimental group
6.3 Mean 6.8
1.4 Standard deviation 2.4

We hypothesized that the training program would
produce higher reading scores in the experimental
group than in the control group. Sure enough, that
is indeed the case. However, we have to ask ourselves
a critical question: Is this observed difference be-
tween the two groups large enough to support our
hypothesis? That is, do the higher scores in the ex-
perimental group reflect the effect of the training
program? Or could a difference of this size have oc-
curred by chance? If our results could easily have oc-
curred by chance, they don’t provide meaningful
support for our hypothesis.

When statistical calculations indicate that research
results are not likely to be due to chance, the results
are said to be statistically significant. You will proba-
bly hear your psychology professor use this phrase
quite frequently. In discussing research, it is routine
to note that “statistically significant differences were
found.” In statistics, the word significant has a pre-
cise and special meaning. Statistical significance is
said to exist when the probability that the observed
findings are due to chance is very low. “Very low”
is usually defined as less than 5 chances in 100, which
is referred to as the .05 level of significance.

Notice that in this special usage, significant does
not mean “important,” or even “interesting.” Statis-
tically significant findings may or may not be theo-
retically significant or practically significant. They
simply are research results that are unlikely to be due
to chance.

You don't need to be concerned here with the de-
tails of how statistical significance is calculated. How-
ever, it is worth noting that a key consideration is
the amount of variability in the data. That is why the
standard deviation, which measures variability, is
such an important statistic. When the necessary com-
putations are made for our hypothetical experiment,
the difference between the two groups does not turn
out to be statistically significant. Thus, our results
would not be adequate to demonstrate that our tu-
toring program leads to improved reading achieve-
ment. Psychologists have to do this kind of statisti-
cal analysis as part of virtually every study. Thus,
inferential statistics are an integral element in the re-
search enterprise.

© REVIEW OF KEY POINTS

@ Psychologists use descriptive statistics to organize and
summarize their numerical data. The mean, median, and
mode are widely used measures of central tendency. The
mean tends to be the most useful of these indexes, but it
can be distorted by extreme scores. Variability is usually
measured with the standard deviation, which increases as
the variability in a data set grows.

@ Correlations may be either positive (when two variables
covary in the same direction) or negative (when two
variables co-vary in the opposite direction). The closer
a correlation is to either +1.00 or —1.00, the stronger
the association is.

@ As a correlation increases in strength, the ability to predict
one variable based on knowledge of the other variable in-
creases. However, a correlation is no assurance of causation.
When variables are correlated, we do not know whether
X causes Y, or Y causes X, or a third variable causes both.

@ Hypothesis testing involves deciding whether observed
findings support the researcher’s hypothesis. Findings are
statistically significant only when they are unlikely to be
due to chance.
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> Looking for Flaws: Evaluating Research

Scientific research is a more reliable source of infor-
mation than casual observation or popular belief.
However, it would be wrong to conclude that all pub-
lished research is free of errors. As we just saw, when
researchers report statistically significant differences
at the .05 level, there are 5 chances in 100 that the
results really are a misleading by-product of chance
fluctuation. This probability is pretty low, but it’s not
zero. Moreover, scientists’ effort to minimize the
probability of obtaining significant differences when
none really exist increases the likelihood of the op-
posite mistake—failing to find significant differences
when the groups really are different. Thus, even when
research is conducted in a sound fashion, there’s still
a small chance of erroneous conclusions. Above and
beyond this problem, we need to recognize that sci-
entists are fallible human beings who do not conduct
flawless research. Their personal biases in designing
and interpreting studies can also distort research re-
sults (MacCoun, 1998).

For these reasons, researchers are reluctant to set-
tle scientific questions on the basis of just one em-
pirical study. Instead, important questions usually
generate a flurry of studies to see whether key find-
ings will stand the test of replication. Replication is
the repetition of a study to see whether the earlier
results are duplicated. The replication process helps
science identify and purge erroneous findings. Of
course, the replication process sometimes leads to
contradictory results. You'll see some examples in
the upcoming chapters. Inconsistent findings on a
research question can be frustrating and confusing
for students. However, some inconsistency in results
is to be expected, given science’s commitment to
replication.

As you will see in upcoming chapters, scientific
advances often emerge out of efforts to double-check
perplexing findings or to explain contradictory re-
search results. Thus, like all sources of information,
scientific studies need to be examined with a critical
eye. This section describes a number of common
methodological problems that often spoil studies.
Being aware of these pitfalls will make you more
skilled in evaluating research.

Sampling Bias

A sample is the collection of subjects selected for
observation in an empirical study. In contrast, the
population is the much larger collection of ani-
mals or people (from which the sample is drawn)

that researchers want to generalize about (see Fig-
ure 2.16). For example, when political pollsters at-
tempt to predict elections, all the voters in a jurisdic-
tion represent the population, and the voters who
are actually surveyed constitute the sample. If a re-
searcher was interested in the ability of 6-year-old
children to form concepts, those 6-year-olds actually
studied would be the sample, and all similar 6-year-
old children (perhaps those in modern, Western cul-
tures) would be the population.

The strategy of observing a limited sample in order
to generalize about a much larger population rests
on the assumption that the sample is reasonably rep-
resentative of the population. A sample is representa-
tive if its composition is similar to the composition of
the population. Sampling bias exists when a sample
is not representative of the population from which
it was drawn. When a sample is not representative,
generalizations about the population may be inaccu-
rate. For instance, if a political pollster were to sur-
vey only people in posh shopping areas frequented
by the wealthy, the pollster’s generalizations about
the voting public as a whole would be off the mark.

As we discussed in Chapter 1, psychologists have
historically tended to undersample women, ethnic
minorities, and people from non-Western cultures.
They have also tended to neglect older adults, while
depending much too heavily on white, middle- and
upper-class college students. This excessive reliance
on college students may not be all that problematic
for some research questions, but it certainly seems

Population

Representative
. sample
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Unrepresentative
sample

PREVIEW QUESTIONS

@ What is sampling bias?

@ What are placebo effects
and how can you guard
against them?

@ What is the social desir-
ability bias?

@ What are response sets?

@ What is experimenter
bias, and how can you
guard against it?

Figure 2.16

The relationship be-
tween the population
and the sample. The pro-
cess of drawing inferences
about a population based on
a sample works only if the
sample is reasonably repre-
sentative of the population.
A sample is representative if
its demographic makeup is
similar to that of the popula-
tion, as shown on the left. If
some groups in the popula-
tion are overrepresented or
underrepresented in the sam-
ple, as shown on the right,
inferences about the pop-
ulation may be skewed or
inaccurate.




Before accepting the results
of a survey poll, one should
know something about how
the poll was conducted. A
polling could, for instance,
contain sampling bias.
Opinions collected solely
from middle-class people
but generalized to the voting
public as a whole would be
an example of such bias.

likely to distort results in many research areas (Sears,
1986). In general, then, when you have doubts about
the results of a study, the first thing to examine is the
composition of the sample.

Placebo Effects

In pharmacology, a placebo is a substance that re-
sembles a drug but has no actual pharmacological
effect. In studies that assess the effectiveness of med-
ications, placebos are given to some subjects to con-
trol for the effects of a treacherous extraneous vari-
able: participants’ expectations. Placebos are used
because researchers know that participants’ expecta-
tions can influence their feelings, reactions, and be-
havior (Stewart-Williams, 2004). Thus, placebo effects
occur when participants’ expectations lead them
to experience some change even though they re-
ceive empty, fake, or ineffectual treatment. In med-
icine, placebo effects are well documented (Quitkin,
1999). Many physicians tell of patients being “cured”
by prescriptions of sugar pills. Similarly, psycholo-
gists have found that participants’ expectations can
be powerful determinants of their perceptions and
behavior when they are under the microscope in an
empirical study.
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For example, placebo effects have been seen in re-
search on meditation. A number of studies have found
that meditation can improve people’s energy level,
mental and physical health, and happiness (Alexan-
der et al., 1990; Reibel et al., 2001). However, in many
of the early studies of meditation, researchers assem-
bled their experimental groups with volunteer sub-
jects eager to learn meditation. Most of these subjects
wanted and expected meditation to have beneficial ef-
fects. Their positive expectations may have colored
their subsequent ratings of their energy level, happi-
ness, and so on. Better-designed studies have shown
that meditation can be beneficial (see Chapter 5).
However, placebo effects have probably exaggerated
these benefits in some studies (Shapiro, 1987).

Researchers should guard against placebo effects
whenever subjects are likely to have expectations
that a treatment will affect them in a certain way.
The possible role of placebo effects can be assessed
by including a fake version of the experimental treat-
ment (a placebo condition) in a study.

Distortions in
Self-Report Data

Research psychologists often work with self-report
data, consisting of subjects’ verbal accounts of their
behavior. This is the case whenever questionnaires,
interviews, or personality inventories are used to
measure variables. Self-report methods can be quite
useful, taking advantage of the fact that people have
a unique opportunity to observe themselves full-time
(Baldwin, 2000). However, self-reports can be plagued
by several kinds of distortion.

One of the most problematic of these distortions
is the social desirability bias, which is a tendency to
give socially approved answers to questions about
oneself. Subjects who are influenced by this bias try
hard to create a favorable impression. For example,
many survey respondents will report that they voted
in an election, gave to a charity, or attend church
regularly when in fact it is possible to determine that
these assertions are untrue (Granberg & Holmberg,
1991; Hadaway, Marler, & Chaves, 1993). Respon-
dents influenced by social desirability bias also tend
to report that they are healthier, happier, and less
prejudiced than other types of evidence would sug-
gest. People who answer questions in socially desir-
able ways take slightly longer to respond to the ques-
tions, suggesting that they are carefully “editing” their
responses (Holtgraves, 2004).

Other problems can also produce distortions in
self-report data (Krosnick, 1999; Schuman & Kalton,
1985). Respondents misunderstand questionnaire
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items surprisingly often, and the way questions are
worded can shape subjects’ responses (Schwarz, 1999).
Memory errors can undermine the accuracy of ver-
bal reports. Response sets are yet another problem. A
response set is a tendency to respond to questions
in a particular way that is unrelated to the content
of the questions. For example, some people tend to
agree with nearly everything on a questionnaire
(Krosnick & Fabrigar, 1998). Obviously, distortions
like these can produce inaccurate results. Although
researchers have devised ways to neutralize these
problems—such as carefully pretesting survey instru-
ments—we should be cautious in drawing conclu-
sions from self-report data (Schaeffer, 2000).

Experimenter Bias

As scientists, psychologists try to conduct their stud-
ies in an objective, unbiased way so that their own
views will not influence the results. However, objec-
tivity is a goal that scientists strive for, not an accom-
plished fact that can be taken for granted (MacCoun,
1998). In reality, most researchers have an emotional
investment in the outcome of their research. Often
they are testing hypotheses that they have developed
themselves and that they would like to see supported
by the data. It is understandable, then, that experi-
menter bias is a possible source of error in research.
Experimenter bias occurs when a researcher’s
expectations or preferences about the outcome of
a study influence the results obtained. Experimenter
bias can slip through to influence studies in many
subtle ways. One problem is that researchers, like oth-
ers, sometimes see what they want to see. For instance,
when experimenters make apparently honest mis-
takes in recording subjects’ responses, the mistakes
tend to be heavily slanted in favor of supporting the
hypothesis (O’Leary, Kent, & Kanowitz, 1975).
Research by Robert Rosenthal (1976) suggests that
experimenter bias may lead researchers to uninten-
tionally influence the behavior of their subjects. In
one study, Rosenthal and Fode (1963) recruited under-
graduate psychology students to serve as the “exper-
imenters.” The students were told that they would
be collecting data for a study of how participants rated
the success of people portrayed in photographs. In a
pilot study, photos were selected that generated (on
the average) neutral ratings on a scale extending
from —10 (extreme failure) to +10 (extreme success).
Rosenthal and Fode then manipulated the expectan-
cies of their experimenters. Half of them were told
that, based on pilot data, they would probably obtain
average ratings of —5. The other half were led to ex-
pect average ratings of +5. The experimenters were
forbidden from conversing with their subjects except

for reading some standardized instructions. Even
though the photographs were exactly the same for
both groups, the experimenters who expected posi-
tive ratings obtained significantly higher ratings than
those who expected negative ratings.

How could the experimenters have swayed the par-
ticipants’ ratings? According to Rosenthal, the exper-
imenters may have unintentionally influenced their
subjects by sending subtle nonverbal signals as the
experiment progressed. Without realizing it, they may
have smiled, nodded, or sent other positive cues when
participants made ratings that were in line with the
experimenters’ expectations. Thus, experimenter bias
may influence both researchers’ observations and
their subjects’ behavior (Rosenthal, 1994, 2002).

The problems associated with experimenter bias
can be neutralized by using a double-blind procedure.
The double-blind procedure is a research strategy in
which neither subjects nor experimenters know
which subjects are in the experimental or control
groups. It’s not particularly unusual for participants
to be “blind” about their treatment condition. How-
ever, the double-blind procedure keeps the experi-
menter in the dark as well. Of course, a member of

concept check 2.4 (x
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ROBERT ROSENTHAL

“Quite unconsciously,

a psychologist interacts

in subtle ways with the
people he is studying so
that he may get the re-
sponse he expects to get.”

Detecting Flaws in Research

Check your understanding of how to conduct sound research by looking for meth-
odological flaws in the following studies. You'll find the answers in Appendix A.

Study 1. A researcher announces that he will be conducting an experiment to
investigate the detrimental effects of sensory deprivation on perceptual-
motor coordination. The first 40 students who sign up for the study are
assigned to the experimental group, and the next 40 who sign up serve
in the control group. The researcher supervises all aspects of the study’s
execution. Experimental subjects spend two hours in a sensory depriva-
tion chamber, where sensory stimulation is minimal. Control subjects spend
two hours in a waiting room that contains magazines and a TV. All sub-

Study 2.

Methodological flaw
Sampling bias

Placebo effects
Distortions in self-report
Confounding of variables
Experimenter bias

jects then perform ten 1-minute trials on a pursuit-rotor task that requires
them to try to keep a stylus on a tiny rotating target. The dependent
variable is their average score on the pursuit-rotor task.

A researcher wants to know whether there is a relationship between age
and racial prejudice. She designs a survey in which respondents are asked
to rate their prejudice against six different ethnic groups. She distributes
the survey to over 500 people of various ages who are approached at a
shopping mall in a low-income, inner-city neighborhood.

Check the flaws that are apparent in each study.

Study1 Study 2
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the research team who isn’t directly involved with
subjects keeps track of who is in which group.

© REVIEW OF KEY POINTS

@ Scientists often try to replicate research findings to double-
check their validity. Although this process leads to some
contradictory findings, science works toward reconciling
and explaining inconsistent results.

@ Sampling bias occurs when a sample is not representative
of the population of interest. Placebo effects occur when
participants’ expectations cause them to change their be-
havior in response to a fake treatment.

@ Distortions in self-reports, such as response sets and the
social desirability bias, are a source of concern whenever
questionnaires and personality inventories are used to
collect data. Experimenter bias occurs when researchers’
expectations and desires distort their observations or un-
intentionally influence their subjects’ behavior.

> Looking at Ethics: Do the Ends Justify the Means?

PREVIEW QUESTIONS

@ What are the arguments
against using deception
in research?

@ What are the arguments
in favor of allowing
deception in research?

@ Why are many people
opposed to animal
research?

@ How do animal re-
searchers defend their
work?

@ What are the major
ethical principles that
govern behavioral
research?

Web Link 2.6 @ )
"
The Troubling Legacy
of the Tuskegee
Syphilis Study
The enduring damage of
unethical scientific and
medical research—here
seen in the infamous 1932-
1972 Tuskegee Syphilis
Study among 399 poor
African American men in
Alabama—is detailed in
several government re-
ports and a rare presiden-
tial apology to the victims.

Think back to Stanley Schachter’s (1959) study on
anxiety and affiliation. Imagine how you would have
felt if you had been one of the subjects in Schachter’s
high-anxiety group. You show up at a research labo-
ratory, expecting to participate in a harmless experi-
ment. The room you are sent to is full of unusual elec-
tronic equipment. An official-looking man in a lab
coat announces that this equipment will be used to
give you a series of painful electric shocks. His state-
ment that the shocks will leave “no permanent tis-
sue damage” is hardly reassuring. Surely, you think,
there must be a mistake. All of a sudden, your ven-
ture into research has turned into a nightmare! Your
stomach knots up in anxiety. The researcher explains
that there will be a delay while he prepares his appa-
ratus. He asks you to fill out a short questionnaire
about whether you would prefer to wait alone or with
others. Still reeling in dismay at the prospect of being
shocked, you fill out the questionnaire. He takes it
and then announces that you won’t be shocked after
all—it was all a hoax! Feelings of relief wash over you,
but they’re mixed with feelings of anger. You feel as
though the experimenter has just made a fool out of
you, and you’re embarrassed and resentful.

Should researchers be allowed to play with your
feelings in this way? Should they be permitted to de-
ceive subjects in such a manner? Is this the cost that
must be paid to advance scientific knowledge? As
these questions indicate, the research enterprise some-
times presents scientists with difficult ethical dilem-
mas. These dilemmas reflect concern about the possibil-
ity for inflicting harm on participants. In psychological
research, the major ethical dilemmas center on the
use of deception and the use of animals.

The Question of Deception

Elaborate deception, such as that seen in Schachter’s
study, has been fairly common in psychological re-
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search since the 1960s, especially in the area of social
psychology (Epley & Huff, 1998; Korn, 1997). Over
the years, psychologists have faked fights, thefts, mug-
gings, faintings, epileptic seizures, rapes, and auto-
mobile breakdowns to explore a host of issues. They
have led participants to believe that they were hurt-
ing others with electrical shocks, that they had homo-
sexual tendencies, and that they were overhearing
negative comments about themselves. Why have psy-
chologists used so much deception in their research?
Quite simply, they are trying to deal with the meth-
odological problems discussed in the previous sec-
tion. Deception is used to avoid or reduce problems
resulting from placebo effects, the unreliability of
self-reports, and the like.

Critics argue against the use of deception on sev-
eral grounds (Baumrind, 1985; Kelman, 1982; Ort-
mann & Hertwig, 1997). First, they assert that decep-
tion is only a nice word for lying, which they see as
inherently immoral. Second, they argue that by de-
ceiving unsuspecting participants, psychologists may
undermine many individuals’ trust in others. Third,
they point out that many deceptive studies produce
distress for participants who were not forewarned
about that possibility. Specifically, subjects may ex-
perience great stress during a study or be made to feel
foolish when the true nature of a study is explained.

Those who defend the use of deception in research
maintain that many important issues could not be
investigated if experimenters were not permitted to
mislead participants (Broder, 1998). They argue that
most research deceptions involve “white lies” that are
not likely to harm participants. Moreover, they point
out that critics have assumed that deception studies
are harmful to subjects, without collecting empirical
data to document these detrimental effects. In reality,
the relevant research suggests that deception studies
are not harmful to participants (Christensen, 1988).
Indeed, most subjects who participate in experiments
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involving deception report that they enjoyed the ex-
perience and that they didn’t mind being misled.
Moreover, the empirical evidence does not support
the notions that deceptive research undermines sub-
jects’ trust in others or their respect for psychology
or scientific research (Kimmel, 1996; Sharpe, Adair, &
Roese, 1992). Curiously, the weight of the evidence
suggests that researchers are more concerned about
the negative effects of deception on participants than
the participants themselves are (Fisher & Fyrberg,
1994; Korn, 1987). Finally, researchers who defend de-
ception argue that the benefits—advances in knowl-
edge that often improve human welfare—are worth
the costs. They assert that it would be unethical not
to conduct effective research on conformity, obedi-
ence, aggression, and other important social issues.

The issue of deception creates a difficult dilemma
for scientists, pitting honesty against the desire to
advance knowledge. Today, institutions that conduct
research have committees that evaluate the ethics of
research proposals before studies are allowed to pro-
ceed. These committees have often blocked studies
requiring substantial deception. Many psychologists
believe that this conservativism has obstructed im-
portant lines of research and slowed progress in the
field. Although this belief may be true, it is not easy
to write off the points made by the critics of decep-
tion. Warwick (19795) states the issue eloquently: “If
it is all right to use deceit to advance knowledge, then
why not for reasons of national security, for main-
taining the Presidency, or to save one’s own hide?”
(p- 105). That’s a tough question regarding a tough
dilemma that will probably generate heated debate
for a long time to come.

The Question of
Animal Research

Psychology’s other major ethics controversy con-
cerns the use of animals in research. Psychologists use
animals as research subjects for several reasons. Some-
times they simply want to know more about the be-
havior of a specific type of animal. In other instances,
they want to see whether certain laws of behavior
apply to both humans and animals. Finally, in some
cases psychologists use animals because they can ex-
pose them to treatments that clearly would be unac-
ceptable with human subjects. For example, most of
the research on the relationship between deficient
maternal nutrition during pregnancy and the inci-
dence of birth defects has been done with animals.

It's this third reason for using animals that has
generated most of the controversy. Some people
maintain that it is wrong to subject animals to harm

or pain for research purposes. Essentially, they argue
that animals are entitled to the same rights as humans
(Regan, 1997). They accuse researchers of violating
these rights by subjecting animals to unnecessary cru-
elty in many “trivial” studies (Bowd & Shapiro, 1993;
Hollands, 1989). They also assert that most animal
studies are a waste of time because the results may not
even apply to humans (Millstone, 1989). For exam-
ple, Ulrich (1991) argues that “pigeons kept confined
at 80% body weight in home cages that don’t allow
them ever to spread their wings, take a bath, or relate
socially to other birds provide questionable models
for humans” (pp. 200-201).

Although some animal rights activists simply ad-
vocate more humane treatment of research animals,
a survey of 402 activists questioned at a Washington,
D.C. rally found that 85% wanted to eliminate all re-
search with animals (Plous, 1991). Some of the more
militant animal rights activists have broken into lab-
oratories, destroyed scientists’ equipment and research
records, and stolen experimental animals. The ani-
mal rights movement has enjoyed considerable suc-
cess. For example, membership in People for the Eth-
ical Treatment of Animals (PETA) grew from 8,000 in
1984 to 750,000 in 2003 (Herzog, 2005). David John-
son (1990) noted that “the single issue citizens write
about most often to their congresspersons and the
president is not homelessness, not the drug problem,
not crime. It is animal welfare” (p. 214).

In spite of the great furor, only 7%-8% of all psy-
chological studies involve animals (mostly rodents
and birds). Relatively few of these studies require sub-
jecting the animals to painful or harmful manipula-
tions (American Psychological Association, 1984).
Psychologists who defend animal research point to
the major advances attributable to psychological re-
search on animals, which many people are unaware of
(Baldwin, 1993; Compton, Dietrich, & Smith, 1995).
Among them are advances in the treatment of men-
tal disorders, neuromuscular disorders, strokes, brain
injuries, visual defects, headaches, memory defects,
high blood pressure, and problems with pain (Car-
roll & Overmier, 2001; Domjan & Purdy, 1995). To
put the problem in context, Neal Miller (1985), a
prominent psychologist who has done pioneering
work in several areas, noted the following:

At least 20 million dogs and cats are abandoned each
year in the United States; half of them are killed in pounds
and shelters, and the rest are hit by cars or die of neglect.
Less than 1/10,000 as many dogs and cats were used in
psychological laboratories. . . . Is it worth sacrificing the
lives of our children in order to stop experiments, most of
which involve no pain, on a vastly smaller number of mice,
rats, dogs, and cats? (p. 427)
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Animal Welfare

Information Center

This site, maintained by
the U.S. Department of
Agriculture, is an excellent
jumping-off point for in-
formation relating to all
aspects of how animals
are (and should be) cared
for in research, laboratory,
and other settings.

Web Link 2.7
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NEeAL MILLER

“Who are the cruel and
inhumane ones, the be-
havioral scientists whose
research on animals led to
the cures of the anorexic
girl and the vomiting
child, or those leaders of
the radical animal activists
who are making an excit-
ing career of trying to stop
all such research and are
misinforming people by
repeatedly asserting that
it is without any value?”



web Link 28 o] )

Office of

Research Integrity
Anyone who needs a com-
prehensive, up-to-date
overview of ethical con-
cerns in research from the
perspective of the U.S.
government should con-
sider visiting this site.
Although the Office of
Research Integrity (ORI)
deals with research spon-
sored by the U.S. Public
Health Service, it also offers
links to parallel offices and
resources in many other
agencies.

Figure 2.17

Ethics in research. Key
ethical principles in psycho-
logical research, as set forth
by the American Psychologi-
cal Association (2002), are
summarized here. These prin-
ciples are meant to ensure
the welfare of both human
and animal subjects.

Far more compelling than Miller are the advocates
for disabled people who have entered the fray to
campaign against the animal rights movement in re-
cent years. For example, Dennis Feeney (1987), a psy-
chologist disabled by paraplegia, quotes a newsletter
from an organization called The Incurably Ill for An-
imal Research:

No one has stopped to think about those of us who are
incurably ill and are desperately waiting for new research
results that can only be obtained through the use of ani-
mals. We have seen successful advances toward other dis-
eases, such as polio, diphtheria, mumps, measles, and
hepatitis through animal research. We want the same
chance for a cure, but animal rights groups would deny
us this chance. (p. 595)

As you can see, the manner in which animals can
ethically be used for research is a highly charged con-
troversy. Psychologists are becoming increasingly
sensitive to this issue. Although animals continue to
be used in research, strict regulations have been im-
posed that govern nearly every detail of how labora-
tory animals can be used for research purposes (Ator,
2005; Garnett, 2005).

Ethical Principles
in Research

The ethics issues that we have discussed in this section
have led the APA to develop a set of ethical standards

APA Ethical

A subject’s participation in research should be voluntary

1 and based on informed consent. Subjects should never
be coerced into participating in research. They should be
informed in advance about any aspects of the study that
might be expected to influence their willingness to cooper-
ate. Furthermore, they should be permitted to withdraw
from a study at any time if they so desire.

Participants should not be exposed to harmful or danger-

2 ous research procedures. This guideline is intended to
protect subjects from psychological as well as physical
harm. Thus, even stressful procedures that might cause
emotional discomfort are largely prohibited. However,
procedures that carry a modest risk of moderate mental
discomfort may be acceptable.

If an investigation requires some deception of participants
3 (about matters that do not involve risks), the researcher

is required to explain and correct any misunderstandings

as soon as possible. The deception must be disclosed to

subjects in “debriefing” sessions as soon as it is practical

to do so without compromising the goals of the study.
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Guidelines

for researchers (American Psychological Association,
2002; see Figure 2.17). Although most psychological
studies are fairly benign, these ethical principles are
intended to ensure that both human and animal sub-
jects are treated with dignity. Some of the most im-
portant guidelines for research with human partici-
pants include the following: (1) people’s participation
in research should always be voluntary and they
should be allowed to withdraw from a study at any
time, (2) participants should not be subjected to harm-
ful or dangerous treatments, (3) if a study requires de-
ception, participants should be debriefed (informed
of the true nature and purpose of the research) as
soon as possible, and (4) particpants’ right to privacy
should never be compromised. Crucial guidelines for
research with animals include: (1) harmful or painful
procedures cannot be justified unless the potential
benefits of the research are substantial, and (2) re-
search animals are entitled to decent living conditions.

In regard to research ethics, the newest source of
concern and debate centers around social scientists’
increased use of the Internet as a tool for collecting
data (Keller & Lee, 2003; Pittenger, 2003). The emer-
gence of the Internet has created a variety of new op-
portunities for behavioral researchers. For instance,
researchers can post surveys on the web and gather
data from larger and more diverse samples than ever
before. Chat rooms and other types of virtual com-
munities provide remarkable opportunities for natu-
ralistic observation of group processes in action. Psy-
chologists are moving quickly to take advantage of

for Research
Subjects’ rights to privacy should never be violated. Infor-
4 mation about a subject that might be acquired during a
study must be treated as highly confidential and should
never be made available to others without the consent
of the participant.

Harmful or painful procedures imposed upon animals

5 must be thoroughly justified in terms of the knowledge to
be gained from the study. Furthermore, laboratory animals
are entitled to decent living conditions that are spelled
out in detailed rules that relate to their housing, cleaning,
feeding, and so forth.

Prior to conducting studies, approval should be obtained

6 from host institutions and their research review commit-
tees. Research results should be reported fully and accu-
rately, and raw data should be promptly shared with other
professionals who seek to verify substantive claims. Re-
tractions should be made if significant errors are found in
a study subsequent to its publication.
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these opportunities, but this new venue for research
sometimes raises complicated questions about how
the APA’s ethical guidelines should be applied. Is in-
teraction on the Internet similar to interaction in a
public location like a park or sidewalk, open to ob-
servation? Or is it more like interaction on a phone
line where one would expect some privacy? Is it ac-
ceptable for researchers to lurk in chat rooms and
systematically record interactions? What if they pose
as group members and provoke discussion of specific
issues? If an Internet study includes deception, then
particpants must be debriefed. But given the anonym-
ity of the Internet, how can researchers debrief sub-
jects who abandon their study midway and cannot
be located? As you can see, the use of the Internet for
research poses complex new ethical dilemmas for
researchers.

© REVIEW OF KEY POINTS

@ Research sometimes raises complex ethical issues. Critics
argue that it is unethical to deceive subjects and to expose
animals to harmful treatments.

@ Those who defend deception in research argue that many
important issues could not be investigated without mis-
leading subjects. Psychologists who defend animal research
argue that it has brought major advances that are worth
the costs.

@ The APA has formulated ethical principles to serve as guide-
lines for researchers. However, the emergence of the
Internet as a research tool has raised complicated new
ethical dilemmas.

> | Reflectingjonithe:Ghapter:siThemes

Two of our seven unifying themes emerged strongly
in this chapter. First, the entire chapter is a testimo-
nial to the idea that psychology is empirical. Second,
we saw numerous examples of how people’s experi-
ence of the world can be highly subjective. Let’s ex-
amine each of these points in more detail.

As explained in Chapter 1, the empirical approach
entails testing ideas, basing conclusions on system-
atic observation, and relying on a healthy brand of
skepticism. All those features of the empirical ap-
proach have been apparent in our review of the re-
search enterprise in psychology.

As you have seen, psychologists test their ideas by
formulating clear hypotheses that involve predic-
tions about relations between variables. They then
use a variety of research methods to collect data so
they can see whether their predictions are supported.
The data collection methods are designed to make
researchers’ observations systematic and precise. The
entire venture is saturated with skepticism. Psychol-
ogists are impressed only by research results that are
highly unlikely to have occurred by chance. In plan-
ning and executing their research, they are constantly
on the lookout for methodological flaws. They sub-
mit their articles to a demanding peer review process
so that other experts can subject their methods and
conclusions to critical scrutiny. Collectively, these
procedures represent the essence of the empirical
approach.

The subjectivity of personal experience was appar-
ent in our discussion of how adversaries overestimate
the gap between their views, and in our Featured
Study, which showed that two people experiencing
the same event can have different feelings about it
because of differing expectations. Subjective percep-
tion was also prominent in our coverage of meth-
odological problems, especially placebo effects and
experimenter bias. When subjects report beneficial
effects from a fake treatment (the placebo), it’s be-
cause they expected to see these effects. As pointed
out in Chapter 1, psychologists and other scientists
are not immune to the effects of subjective experi-
ence. Although they are trained to be objective, even
scientists may see what they expect to see or what
they want to see. This is one reason that the empiri-
cal approach emphasizes precise measurement and a
skeptical attitude. The highly subjective nature of ex-
perience is exactly what the empirical approach at-
tempts to neutralize.

The publication of empirical studies allows us to
apply a critical eye to the research enterprise. How-
ever, you cannot critically analyze studies unless you
know where and how to find them. In the upcoming
Personal Application, we will discuss where studies
are published, how to find studies on specific topics,
and how to read research reports. In the subsequent
Critical Thinking Application, we’ll analyze the short-
comings of anecdotal evidence, which should help
you to appreciate the value of empirical evidence.

S
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PERSONAL Application

FindingjandiReading Journal Articles

Answer the following “yes” or “no.”

_ 1 T have read about scientific studies
in newspapers and magazines and
sometimes wondered, “How did they
come to those conclusions?”

2 When I go to the library, I often have
difficulty figuring out how to find
information based on research.

3 I have tried to read scientific reports
and found them to be too technical
and difficult to understand.

If you responded “yes” to any of the above
statements, you have struggled with the in-
formation explosion in the sciences. We live
in a research-oriented society. The number
of studies conducted in most sciences is grow-
ing at a dizzying pace. This expansion has
been particularly spectacular in psychology.
Moreover, psychological research increas-
ingly commands attention from the popu-
lar press because it is often relevant to peo-
ple’s personal concerns.

This Personal Application is intended to
help you cope with the information explo-
sion in psychology. It assumes that there
may come a time when you need to exam-
ine original psychological research. Perhaps
it will be in your role as a student (working
on a term paper, for instance), in another
role (parent, teacher, nurse, administrator),
or merely out of curiosity. In any case, this
Personal Application explains the nature of
technical journals and discusses how to find
and read articles in them. You can learn
more about how to use library resources in
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psychology from an excellent little book ti-
tled Library Use: A Handbook for Psychology
(Reed & Baxter, 2003).

The Nature of
Technical Journals 1e

Vj_rek

As you will recall from earlier in the chap-
ter, a journal is a periodical that publishes
technical and scholarly material, usually in
a narrowly defined area of inquiry. Scholars
in most fields—whether economics, chem-
istry, education, or psychology—publish the
bulk of their work in these journals. Journal
articles represent the core of intellectual ac-
tivity in any academic discipline.

In general, journal articles are written for
other professionals in the field. Hence, au-
thors assume that their readers are other in-
terested economists or chemists or psychol-
ogists. Because journal articles are written in
the special language unique to a particular
discipline, they are often difficult for non-
professionals to understand. You will be
learning a great deal of psychology’s special
language in this course, which will improve
your ability to understand articles in psy-
chology journals.

In psychology, most journal articles are
reports that describe original empirical stud-
ies. These reports permit researchers to dis-
seminate their findings to the scientific com-
munity. Another common type of article is
the review article. Review articles summarize
and reconcile the findings of a large num-

ber of studies on a specific issue. Some psy-
chology journals also publish comments or
critiques of previously published research,
book reviews, theoretical treatises, and de-
scriptions of methodological innovations.

@_rek

Finding Journal Articles‘ge

Reports of psychological research are com-
monly mentioned in newspapers and popu-
lar magazines. These summaries can be help-
ful to readers, but they often embrace the
most sensational conclusions that might be
drawn from the research. They also tend to
include many oversimplifications and fac-
tual errors. Hence, if a study mentioned in
the press is of interest to you, you may want
to track down the original article to ensure
that you get accurate information.

Most discussions of research in the pop-
ular press do not mention where you can
find the original technical article. However,
there is a way to find out. A computerized
database called PsycINFO makes it possible
to locate journal articles by specific research-
ers or scholarly work on specific topics. This
huge online database, which is updated con-
stantly, contains brief summaries, or abstracts,
of journal articles, books, and chapters in
edited books, reporting, reviewing, or theo-
rizing about psychological research. Over
1900 journals are checked regularly to select
items for inclusion. The abstracts are con-
cise—about 75 to 175 words. They briefly
describe the hypotheses, methods, results,

Craig McClain
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and conclusions of the studies. Each abstract
should allow you to determine whether an
article is relevant to your interests. If it is,
you should be able to find the article in your
library (or to order it) because a complete
bibliographic reference is provided.

Although news accounts of research rarely
mention where a study was published, they
often mention the name of the researcher.
If you have this information, the easiest way
to find a specific article is to search PsycINFO
for materials published by that researcher.
For example, let’s say you read a news report
that summarized the survey study that we
described earlier on the correlation between
height and income (Judge & Cable, 2004;
see p. 50). Let’s assume that the news report
mentioned the name of Timothy Judge as
the lead author and indicated that the arti-
cle was published in 2004. To track down the
original article, you would search for jour-
nal articles published by Timothy Judge in
2004. If you conducted this search, you
would turn up a list of 12 articles. The infor-
mation for the first six articles in this list is
shown in Figure 2.18. The second item in
the list appears to be the article you are in-
terested in. Figure 2.19 on the next page
shows what you would see if you clicked to
obtain the Abstract and Citation for this ar-
ticle. As you can see, the abstract shows that
the original report was published in the June
2004 issue of the Journal of Applied Psychol-
ogy. Armed with this information, you could
obtain the article easily.

You can also search PsycINFO for research
literature on particular topics, such as achieve-
ment motivation, aggressive behavior, alco-
holism, appetite disorders, or artistic ability.
These computerized literature searches can
be much more powerful, precise, and thor-
ough than traditional, manual searches in a
library. PsycINFO can sift through several
million articles in a matter of seconds to
identify all the articles on a subject, such as
alcoholism. Obviously, there is no way you
can match this efficiency stumbling around
in the stacks at your library. Moreover, the
computer allows you to pair up topics to
swiftly narrow your search to exactly those
issues that interest you. For example, Fig-
ure 2.20 on the next page shows a PsycINFO
search that identified all the articles on mar-

Figure 2.18

Searching PsycINFO. If you searched PsycINFO for journal articles published by Timothy Judge
during 2004, the database would return 12 listings, of which the first 6 are shown here. For each article,
you can click to see its abstract or its full PsycINFO record (the abstract plus subject descriptors and
other details). In some cases (depending on the version of PsycINFO that your library has ordered) you
can click to see the full PsycINFO record plus references, or the full text of some articles.

SOURCE: Sample search reprinted with permission of the American Psychological Association, publisher of the PsycINFO® database.
Copyright © 1887—-present, American Psychological Association. All rights reserved. For more information contact psycinfo.apa.org.

PsycINFO: Search Results

p " CH APA e-Products

il

for P i3 i
APA Members Ll y Y Q&
American Psycliologitd! Assotia

Your query: ((timothy judge):author) AND (2004<=Year<=2004)

Results: 12 documents (12 on this page)

1. Intelligence and Leadership: A Quantitative Review and Test of Theoretical Propositions.
By Judge, Timothy A.; Colbert, Amy E.; Ilies, Remus
Journal of Applied Psychology. 89(3), Jun 2004, 542-552.
Citation and Abstract | Expanded Record | Expanded Record with References | View Article

(HTML) | View Article (PDF)

2. The Effect of Physical Height on Workplace Success and Income: Preliminary Test of a

Theoretical Model.
By Judge, Timothy A.; Cable, Daniel M.

Journal of Applied Psychology. 89(3), Jun 2004, 428-441.
Citation and Abstract | Expanded Record | Expanded Record with References | View Article

(HTML) | View Article (PDF)

3. Organizational Justice and Stress: The Mediating Role of Work-Family Conflict.

By Judge, Timothy A.; Colquitt, Jason A.

Journal of Applied Psychology. 89(3) Jun 2004, 395-404.
Citation and Abstract | Expanded Record | Expanded Record with References | View Article

(HTML) | View Article (PDF)

4. Employee attitudes and job satisfaction.
By Saari, Lise M.; Judge, Timothy A.

Human Resource Management. 43(4), Win 2004, 395-407.
Citation and Abstract | Expanded Record | Expanded Record with References

5. Personality and Transformational and Transactional Leadership: A Meta-Analysis.

By Bono, Joyce E.; Judge, Timothy A.

Journal of Applied Psychology. 89(5) Oct 2004, 901-910.
Citation and Abstract | Expanded Record | Expanded Record with References | View Article

(HTML) | View Article (PDF)

6. Transformational and Transactional Leadership: A Meta-Analytic Test of Their Relative

Validity.
By Judge, Timothy A.; Piccolo, Ronald F.

Journal of Applied Psychology. 89(5) Oct 2004, 755-768.
Citation and Abstract | Expanded Record | Expanded Record with References | View Article

(HTML) | View Article (PDF)

ijuana and memory. If you were preparing
a term paper on whether marijuana affects
memory, this precision would be invaluable.

The PsycINFO database can be accessed
online at many libraries or via the Inter-
net (see Web Link 2.2 for a description of
PsycINFO Direct). The database is also avail-
able at some libraries that have the informa-
tion stored on CD-ROM discs. This version
of the database is updated monthly. The
summaries contained in PsycINFO can also
be found in a monthly print journal called

The Research Enterprise in Psychology
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Psychological Abstracts, but fewer and fewer
libraries are subscribing to this traditional
publication because it cannot match the swift
and efficient search capabilities of PsycINFO.

Reading Journal Articles

Once you find the journal articles you want
to examine, you need to know how to de-
cipher them. You can process the informa-
tion in such articles more efficiently if you
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Figure 2.19
Example of a PsycINFO abstract. This

information is what you would see if you clicked

to see the abstract of item 2 in the list shown in

Figure 2.18. It is a typical abstract from the online

PsycINFO database. Each abstract in PsycINFO
provides a summary of a specific journal article,
book, or chapter in an edited book, and com-
plete bibliographical information.

SOURCE: Sample record reprinted with permission of the

American Psychological Association, publisher of the PsycINFO®

database. Copyright © 1887-present, American Psychological
Association. All rights reserved. For more information contact
psycinfo.apa.org.

Figure 2.20

Combining topics in a PsycINFO search.

A computerized literature search can be a highly
efficient way to locate the specific research that you

need. For example, if you had set out in May of 2005
to find all the journal articles on marijuana and mem-

ory, using PsycINFO, you would have obtained the
results summarized here. At that time, the database
contained 90,610 articles related to memory and
3,156 articles related to marijuana. The search de-
picted on the left yielded 135 abstracts that relate
to both marijuana and memory. Thus, in a matter
of moments, the computer can sift through nearly
2 million abstracts to find those that are most ger-

mane to a specific question, such as: Does marijuana

affect memory?
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PsycINFO: Citation and Abstract

Title

Abstract

Authors

Affiliations

Source

The Effect of Physical Height on Workplace Success and Income: Preliminary Test
of a Theoretical Model.

In this article, the authors propose a theoretical model of the relationship between
physical height and career success. We then test several linkages in the model based
on a meta-analysis of the literature, with results indicating that physical height

is significantly related to measures of social esteem (p = .41), leader emergence

(p = .24), and performance (p = .18). Height was somewhat more strongly related
to success for men (p = .29) than for women (p = .21), although this difference
was not significant. Finally, given that almost no research has examined the rela-
tionship between individuals’ physical height and their incomes, we present four
large-sample studies (total N = 8,590) showing that height is positively related

to income (B = .26) after controlling for sex, age, and weight. Overall, this article
presents the most comprehensive analysis of the relationship of height to work-
place success to date, and the results suggest that tall individuals have advantages
in several important aspects of their careers and organizational lives (PsycINFO
Database Record © 2004 APA, all rights reserved)

Judge, Timothy A.; Cable, Daniel N.

Judge, Timothy A.: Department of Management, Warrington College of Business,
University of Florida, FL, US
Cable, Daniel M.: Kenan-Flagler Business School, University of North Carolina, NC, US

Journal of Applied Psychology. 89(3), Jun 2004, 428-441.

Field Restricted Search
Look for: In:[ALL fields]
AND In:[A11 fields]

ANDL__ Jin:[AlL fields]
Select number of results to display on each screen[25 |

UELWNA QRGN Get Results

Articles on
Articles STy
on (N=90,610)

marijuana
(N=3,156)

Articles on marijuana
and memory
(N=135)
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understand how they are organized. Depend-
ing on your needs and purpose, you may
want to simply skim through some of the
sections. Journal articles follow a fairly stan-
dard organization, which includes the fol-
lowing sections and features.

Abstract

Most journals print a concise summary at
the beginning of each article. This abstract
allows readers scanning the journal to
quickly decide whether articles are relevant
to their interests.

Introduction

The introduction presents an overview of
the problem studied in the research. It men-
tions relevant theories and quickly reviews
previous research that bears on the prob-
lem, usually citing shortcomings in previ-
ous research that necessitate the present
study. This review of the current state of
knowledge on the topic usually progresses
to a specific and precise statement regarding
the hypotheses under investigation.

Method

The method section provides a thorough
description of the research methods used in

the study. Information is provided on the
subjects used, the procedures followed, and
the data collection techniques employed.
This description is made detailed enough to
permit another researcher to attempt to rep-
licate the study.

Results

The data obtained in the study are reported
in the results section. This section often cre-
ates problems for novice readers because it
includes complex statistical analyses, fig-
ures, tables, and graphs. This section does
not include any inferences based on the data,
as such conclusions are supposed to follow
in the next section. Instead, it simply con-
tains a concise summary of the raw data and
the statistical analyses.

Discussion

In the discussion section you will find the
conclusions drawn by the author(s). In con-
trast to the results section, which is a straight-
forward summary of empirical observations,
the discussion section allows for interpreta-
tion and evaluation of the data. Implications
for theory and factual knowledge in the dis-
cipline are discussed. Conclusions are usu-
ally qualified carefully, and any limitations
in the study may be acknowledged. This sec-

The Research Enterprise in Psychology
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tion may also include suggestions for future
research on the issue.

References

At the end of each article you will find a list
of bibliographic references for any studies
cited. This list permits you to examine first-
hand other relevant studies mentioned in
the article. The references list is often a rich
source of leads about other articles that are
germane to the topic that you are looking
into.

© REVIEW OF KEY POINTS

@ Journals publish technical and scholarly material.
Usually they are written for other professionals
in a narrow area of inquiry. In psychology, most
journal articles are reports of original research.

@ PsycINFO is a computerized database that con-
tains brief summaries of journal articles, books,
and chapters in edited books. Works on specific
topics and publications by specific authors can
be found by using the search mechanisms built
into the database.

@ Computerized literature searches can be much
more powerful and precise than manual searches.
The information contained in PsycINFO is also
available in a monthly print journal called Psy-
chological Abstracts.

@ Journal articles are easier to understand if one is
familiar with the standard format. Most articles
include six elements: abstract, introduction,
method, results, discussion, and references.
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The Perilsiof:AnecdotallEvidence: Il Have:aiFriend \Who) ... %

Here’s a tough problem. Suppose you are the
judge in a family law court. As you look over
the cases that will come before you today,
you see that one divorcing couple have man-
aged to settle almost all of the important de-
cisions with minimal conflict—such as who
gets the house, who gets the car and the dog,
and who pays which bills. However, there is
one crucial issue left: Each parent wants cus-
tody of the children, and because they could
not reach an agreement on their own, the
case is now in your court. You will need the
wisdom of the legendary King Solomon for
this decision. How can you determine what
is in the best interests of the children?
Child custody decisions have major con-
sequences for all of the parties involved. As
you review the case records, you see that both
parents are loving and competent, so there
are no obvious reasons for selecting one par-
ent over the other as the primary caretaker.
In considering various alternatives, you mull
over the possibility of awarding joint custody,
an arrangement in which the children spend
half their time with each parent, instead of
the more usual arrangement where one par-
ent has primary custody and the other has
visitation rights. Joint custody seems to have
some obvious benefits, but you are not sure
how well these arrangements actually work.
Will the children feel more attached to both
parents if the parents share custody equally?
Or will the children feel hassled by always
moving around, perhaps spending half the
week at one parent’s home and half at the
other parent’s home? Can parents who are
already feuding over child custody issues
make these complicated arrangements work?
Or is joint custody just too disruptive to
everyone’s life? You really don’t know the
answer to any of these vexing questions.
One of the lawyers involved in the case
knows that you are thinking about the pos-
sibility of joint custody. She also understands
that you want more information about how
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well joint custody tends to work before you
render a decision. To help you make up your
mind, she tells you about a divorced couple
that has had a joint custody arrangement for
many years and offers to have them appear
in court to describe their experiences “first-
hand.” They and their children can answer
any questions you might have about the
pros and cons of joint custody. They should
be in the best position to know how well
joint custody works because they are living
it. Sounds like a reasonable plan. What do
you think?

I hope you said, “No, no, no!” What's
wrong with asking someone who’s been
there how well joint custody works? The
crux of the problem is that the evidence a
single family brings to the question of joint
custody is anecdotal evidence, which con-
sists of personal stories about specific in-
cidents and experiences. Anecdotal evi-
dence can be seductive. For example, one
study found that psychology majors’ choices
of future courses to enroll in were influ-
enced more by a couple of students’ brief
anecdotes than by extensive statistics on
many other students’ ratings of the courses
from the previous term (Borgida & Nisbett,
1977). Anecdotes readily sway people be-
cause they often are concrete, vivid, and
memorable. Indeed, people tend to be influ-
enced by anecdotal information even when

they are explicitly forewarned that the in-
formation is not representative (Hammill,
Wilson, & Nisbett, 1980). Many politicians
are keenly aware of the power of anecdotes
and frequently rely on a single vivid story
rather than solid data to sway voters’ views.
However, anecdotal evidence is fundamen-
tally flawed (Ruscio, 2002; Stanovich, 2004).

What, exactly, is wrong with anecdotal
evidence? Let’s use some of the concepts in-
troduced in the main body of the chapter to
analyze its shortcomings. First, in the lan-
guage of research designs, the anecdotal ex-
periences of one family resemble a single case
study. The story they tell about their experi-
ences with joint custody may be quite inter-
esting, but their experiences—good or bad—
cannot be used to generalize to other couples.
Why not? Because they are only one family,
and they may be unusual in some way that
affects how well they manage joint custody.
To draw general conclusions based on the
case study approach, you need a systematic
series of case studies, so you can look for
threads of consistency. A single family is a
sample size of one, which surely is not large
enough to derive broad principles that would
apply to other families.

Second, anecdotal evidence is similar to
self-report data, which can be distorted for a
variety of reasons, such as people’s tendency
to give socially approved information about

Image Not Available
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themselves (the social desirability bias). When
researchers use tests and surveys to gather
self-report data, they can take steps to re-
duce or assess the impact of distortions in
their data, but there are no comparable safe-
guards with anecdotal evidence. Thus, the
family that appears in your courtroom may
be eager to make a good impression and un-
knowingly slant their story accordingly.

Anecdotes are often inaccurate and rid-
dled with embellishments. We will see in
Chapter 7 that memories of personal ex-
periences are far more malleable and far
less reliable than widely assumed (Loftus,
2004; Schacter, 2001). And, although it
would not be an issue in this case, in other
situations anecdotal evidence often consists of
stories that people have heard about others’ ex-
periences. Hearsay evidence is not accepted
in courtrooms for good reason. As stories are
passed on from one person to another, they
often become increasingly distorted and
inaccurate.

Can you think of any other reasons for
being wary of anecdotal evidence? After
reading the chapter, perhaps you thought
about the possibility of sampling bias. Do

The reports linking electric power lines to
cancer have been based on anecdotal evidence,
which often sounds impressive and com-
pelling. However, as the text explains, anec-
dotal evidence is flawed in many ways.

you think that the lawyer will pick a couple
at random from all those who have been
awarded joint custody? It seems highly un-
likely. If she wants you to award joint cus-
tody, she will find a couple for whom this
arrangement worked very well, while if she
wants you to award sole custody to her client,
she will find a couple whose inability to make
joint custody work had dire consequences
for their children. One reason people love
to work with anecdotal evidence is that it is
so readily manipulated; they can usually find
an anecdote or two to support their position,
whether or not these anecdotes are repre-
sentative of most people’s experiences.

If the testimony of one family cannot be
used in making this critical custody decision,
what sort of evidence should you be look-
ing for? One goal of effective critical think-
ing is to make decisions based on solid evi-
dence. This process is called evidence-based
decision making. In this case, you would need
to consider the overall experiences of a large
sample of families who have tried joint cus-
tody arrangements. In general, across many
different families, did the children in joint
custody develop well? Was there a dispro-
portionately high rate of emotional prob-
lems or other signs of stress for the children
or the parents? Was the percentage of fami-
lies who returned to court at a later date to
change their joint custody arrangements
higher than for other types of custody ar-
rangements? You can probably think of ad-
ditional information that you would want
to collect regarding the outcomes of various
custody arrangements.

In examining research reports, many
people recognize the need to evaluate the
evidence by looking for the types of flaws
described in the main body of the chapter
(sampling bias, experimenter bias, and so
forth). Curiously, though, many of the same
people then fail to apply the same principles
of good evidence to their personal decisions
in everyday life. The tendency to rely on the
anecdotal experiences of a small number of
people is sometimes called the “I have a
friend who” syndrome, because no matter what
the topic is, it seems that someone will pro-
vide a personal story about a friend as evi-
dence for his or her particular point of view.
In short, when you hear people support
their assertions with personal stories, a little
skepticism is in order.

Table 2-3 Critical Thinking Skills Discussed in This Application

E

Recognizing the limitations
of anecdotal evidence

The critical thinker is wary of anecdotal evidence, which consists
of personal stories used to support one’s assertions. Anecdotal

evidence tends to be unrepresentative, inaccurate, and unreliable.

Using evidence-based
decision making

The Research Enterprise in Psychology
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The critical thinker understands the need to seek sound evidence
to guide decisions in everyday life.
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CHAPTER 2 Recap

Key Ideas

Looking for Laws: The Scientific Approach to Behavior

@ The scientific approach assumes that there are laws of behavior that can
be discovered through empirical research. The goals of the science of psy-
chology include (1) the measurement and description of behavior, (2) the
understanding and prediction of behavior, and (3) the application of this
knowledge to the task of controlling behavior.

@ By integrating apparently unrelated facts into a coherent whole, theo-
ries permit psychologists to make the leap from the description of behav-
ior to understanding behavior.

@ A scientific investigation follows a systematic pattern that includes five
steps: (1) formulate a testable hypothesis, (2) select the research method
and design the study, (3) collect the data, (4) analyze the data and draw
conclusions, and (5) report the findings. The two major advantages of the
scientific approach are its clarity in communication and its relative intoler-
ance of error.

Looking for Causes: Experimental Research

@ Experimental research involves the manipulation of an independent
variable to determine its effect on a dependent variable. This research is
usually done by comparing experimental and control groups, which must
be alike in regard to important extraneous variables.

@ Experimental designs may vary. For example, sometimes an experimen-
tal group serves as its own control group. And many experiments have more
than one independent variable or more than one dependent variable. In
our first Featured Study, Shepperd and McNulty (2002) used the experi-
mental method to demonstrate that emotional reactions to events depend
on people’s expectations.

@ An experiment is a powerful research method that permits conclusions
about cause-effect relationships between variables. However, the experi-
mental method is often not usable for a specific problem, and many ex-
periments tend to be artificial.

Looking for Links: Descriptive/Correlational Research

@ Psychologists rely on descriptive/correlational research when they are
unable to manipulate the variables they want to study. Key descriptive
methods include naturalistic observation, case studies, and surveys.

@ Descriptive/correlational research methods allow psychologists to ex-
plore issues that might not be open to experimental investigation. However,
these research methods cannot demonstrate cause-effect relationships.

Looking for Conclusions: Statistics and Research

@ Psychologists use descriptive statistics, such as measures of central ten-
dency and variability, to organize and summarize their numerical data.
The mean, median, and mode are widely used measures of central ten-
dency. Variability is usually measured with the standard deviation.

@ Correlations may be either positive (when two variables co-vary in the
same direction) or negative (when two variables co-vary in the opposite
direction). The closer a correlation is to either +1.00 or —1.00, the stronger
the association. Higher correlations yield greater predictability. However, a
correlation is no assurance of causation.

@ Hypothesis testing involves deciding whether observed findings sup-
port the researcher’s hypothesis. Findings are statistically significant only
when they are unlikely to be due to chance.

Looking for Flaws: Evaluating Research

@ Scientists often try to replicate research findings to double-check their
validity. Sampling bias occurs when a sample is not representative of the
population of interest. Placebo effects occur when subjects’ expectations
cause them to change their behavior in response to a fake treatment.
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@ Distortions in self-reports are a source of concern whenever question-
naires and personality inventories are used to collect data. Experimenter
bias occurs when researchers’ expectations and desires distort their obser-
vations or unintentionally influence their subjects’ behavior.

Looking at Ethics: Do the Ends Justify the Means?

@ Research sometimes raises complex ethical issues. In psychology, the key
questions concern the use of deception with human subjects and the use
of harmful or painful manipulations with animal subjects. The APA has for-
mulated ethical principles to serve as guidelines for researchers.

PERSONAL APPLICATION ¢ Finding and Reading Journal Articles
@ Journals publish technical and scholarly material. Usually they are written
for other professionals in a narrow area of inquiry.

@ PsycINFO is a computerized database that contains brief summaries of
published journal articles, books, and chapters in edited books. Works on
specific topics and publications by specific authors can be found by using
the search mechanisms built into the database.

@ Journal articles are easier to understand if one is familiar with the stan-
dard format. Most articles include six elements: abstract, introduction,
method, results, discussion, and references.

CRITICAL THINKING APPLICATION ® The Perils of Anecdotal
Evidence: “I Have a Friend Who . .."”

@ Anecdotal evidence consists of personal stories about specific incidents
and experiences. Anecdotes often influence people because they tend to
be concrete, vivid, and memorable.

@ However, anecdotal evidence is usually based on the equivalent of a
single case study, which is not an adequate sample, and there are no safe-
guards to reduce the distortion often found in self-report data. Many anec-
dotes are inaccurate, second-hand reports of others’ experiences. Effective
critical thinking depends on evidence-based decision making.
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CHAPTER 2 Practice Test

10.

A tentative prediction about the relationship between two variables is:
A. a confounding of variables.

B. an operational definition.

C. atheory.

D. a hypothesis.

Researchers must describe the actions that will be taken to measure
or control each variable in their studies. In other words, they must:
A. provide operational definitions of their variables.

B. decide if their studies will be experimental or correlational.

C. use statistics to summarize their findings.

D. decide how many subjects should participate in their studies.

A researcher found that clients who were randomly assigned to
same-sex groups participated more in group therapy sessions than
clients who were randomly assigned to coed groups. In this experi-
ment, the independent variable was:

A. the amount of participation in the group therapy sessions.

B. whether or not the group was coed.

C. the clients’ attitudes toward group therapy.

D. how much the clients’ mental health improved.

A researcher wants to see whether a protein-enriched diet will en-
hance the maze-running performance of rats. One group of rats

are fed the high-protein diet for the duration of the study; the other
group continues to receive ordinary rat chow. In this experiment,
the diet fed to the two groups of rats is the variable.

A. correlated

B. control

C. dependent

D. independent

In a study of the effect of a new teaching technique on students’
achievement test scores, an important extraneous variable would be
the students’:
A. hair color.
B. athletic skills.

C. 1Q scores.
D. sociability.

Whenever you have a cold, you rest in bed, take aspirin, and drink
plenty of fluids. You can’t determine which remedy is most effective
because of which of the following problems?

A. sampling bias

B. distorted self-report data

C. confounding of variables

D. experimenter bias

A psychologist monitors a group of nursery-school children, record-
ing each instance of helping behavior as it occurs. The psychologist
is using:

A. the experimental method.

B. naturalistic observation.

C. case studies.

D. the survey method.

Among the advantages of descriptive/correlational research is (are):

A. it allows investigators to isolate cause and effect.

B. it permits researchers to study variables that would be impossible
to manipulate.

C. it can demonstrate conclusively that two variables are causally
related.

D. both a and b.

Which of the following correlation coefficients would indicate the
strongest relationship between two variables?

A. .58 C =97

B. .19 D. —.05

When psychologists say that their results are statistically significant,
they mean that the results:

A. have important practical applications.

B. have important implications for scientific theory.

C. are unlikely to be due to the fluctuations of chance.

D. are all of the above.

11. Sampling bias exists when:
A. the sample is representative of the population.
B. the sample is not representative of the population.
C. two variables are confounded.
D. the effect of the independent variable can’t be isolated.

12. The problem of experimenter bias can be avoided by:

A. not informing subjects of the hypothesis of the experiment.

B. telling the subjects that there are no “right” or “wrong” answers.

C. using a research strategy in which neither subjects nor experi-
menter know which subjects are in the experimental and control
groups.

D. having the experimenter use only nonverbal signals when com-
municating with the subjects.

13. Critics of deception in research have assumed that deceptive studies

are harmful to subjects. The empirical data on this issue suggest that:

A. many deceptive studies do produce significant distress for sub-
jects who were not forewarned about the possibility of deception.

B. most participants in deceptive studies report that they enjoyed
the experience and didn’t mind being misled.

C. deceptive research seriously undermines subjects’ trust in others.

D. both a and c are the case.

14. PsycINFO is:

A. anew journal that recently replaced Psychological Abstracts.

B. a computerized database containing abstracts of articles, chap-
ters, and books reporting psychological research.

C. areference book that explains the format and techniques for
writing journal articles.

D. a computerized database containing information about studies
that have not yet been published.

15. Anecdotal evidence:
A. is often concrete, vivid, and memorable.
B. tends to influence people.
C. is fundamentally flawed and unreliable.
D. is all of the above.
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f you have ever visited an aquarium, you may
have encountered one of nature’s more captivat-
ing animals: the octopus. Although this jellylike
mass of arms and head appears to be a relatively sim-
ple creature, it is capable of a number of interesting
behaviors. The octopus has highly developed eyes
that enable it to respond to stimuli in the darkness of
the ocean. When threatened, it can release an inky
cloud to befuddle enemies while it makes good its es-
cape by a kind of rocket propulsion. If that doesn’t
work, it can camouflage itself by changing color and
texture to blend into its surroundings. Furthermore,
the animal is surprisingly intelligent. In captivity, an
octopus can learn, for example, to twist the lid off a
jar with one of its tentacles to get at a treat inside.
Despite its talents, there are many things an octo-
pus cannot do. An octopus cannot study psychology,
plan a weekend, dream about its future, or discover
the Pythagorean theorem. Yet the biological processes
that underlie these uniquely human behaviors are
much the same as the biological processes that en-
able an octopus to escape from a predator or forage
for food. Indeed, some of science’s most important
insights about how the nervous system works came
from studies of a relative of the octopus, the squid.

Organisms as diverse as humans and squid share
many biological processes. However, their unique be-
havioral capacities depend on the differences in their
physiological makeup. You and I have a larger reper-
toire of behaviors than the octopus in large part be-
cause we come equipped with a more complex brain
and nervous system. The activity of the human brain
is so complex that no computer has ever come close
to duplicating it. Your nervous system contains as
many cells busily integrating and relaying informa-
tion as there are stars in our galaxy. Whether you are
scratching your nose or composing an essay, the ac-
tivity of those cells underlies what you do. It is little
wonder, then, that many psychologists have dedi-
cated themselves to exploring the biological bases of
behavior.

How do mood-altering drugs work? Are the two
halves of the brain specialized to perform different
functions? What happens inside the body when you
feel a strong emotion? Are some mental illnesses the
result of chemical imbalances in the brain? To what
extent is intelligence determined by biological in-
heritance? These questions only begin to suggest the
countless ways in which biology is fundamental to
the study of behavior.

> Communication inthe Nervous:System

PREVIEW QUESTIONS

Imagine that you are watching a scary movie. As the
tension mounts, your palms sweat and your heart
beats faster. You begin shoveling popcorn into your
mouth, carelessly spilling some in your lap. If some-
one were to ask you what you are doing at this mo-
ment, you would probably say, “Nothing—just watch-
ing the movie.” Yet some highly complex processes
are occurring without your thinking about them. A
stimulus (the light from the screen) is striking your
eyes. Almost instantaneously, your brain is interpret-
ing the light stimulus, and signals are flashing to other
parts of your body, leading to a flurry of activity. Your
sweat glands are releasing perspiration, your heart-
beat is quickening, and muscular movements are en-
abling your hand to find the popcorn and, more or less
successfully, lift it to your mouth.

Even in this simple example, you can see that be-
havior depends on rapid information processing. In-
formation travels almost instantaneously from your
eyes to your brain, from your brain to the muscles of
your arm and hand, and from your palms back to

your brain. In essence, your nervous system is a com-
plex communication network in which signals are
constantly being transmitted, received, and inte-
grated. The nervous system handles information,
just as the circulatory system handles blood. In this
section, we take a close look at how communication
occurs in the nervous system.

\rek

Nervous Tissue:
The Basic Hardware a

Your nervous system is living tissue composed of cells.
The cells in the nervous system fall into two major

categories: neurons and glia.
wire k

Neurons a
Neurons are individual cells in the nervous system
that receive, integrate, and transmit information.

They are the basic links that permit communication
within the nervous system. The vast majority of them
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What are the key parts of
the neuron, and what are
their functions?

How do glial cells con-
tribute to the functioning
of the nervous system?
What is an action
potential?

How does synaptic
transmission take place?
Which neurotransmitters
regulate which aspects
of behavior?




Figure 3.1

Structure of the neuron.
Neurons are the communica-
tion links of the nervous sys-
tem. This diagram highlights
the key parts of a neuron,
including specialized recep-
tor areas (dendrites), the cell
body (soma), the axon fiber
along which impulses are
transmitted, and the terminal
buttons, which release chem-
ical messengers that carry
signals to other neurons. Neu-
rons vary considerably in size
and shape and are usually
densely interconnected.

Web Link 3.1 g)

Neuropsychology Central
This content-rich site,
maintained by Professor
Jeffrey Browndyke of
Louisiana State University,
is dedicated to all aspects
of human neuropsychol-
ogy, from the perspectives
of the experimental re-
search laboratory as well
as the applied clinical set-
ting of the hospital and
professional office.

communicate only with other neurons. However, a
small minority receive signals from outside the ner-
vous system (from sensory organs) or carry messages
from the nervous system to the muscles that move
the body.

A highly simplified drawing of two “typical” neu-
rons is shown in Figure 3.1. Actually, neurons come
in such a tremendous variety of types and shapes that
no single drawing can adequately represent them.
Trying to draw the “typical” neuron is like trying to
draw the “typical” tree. In spite of this diversity, the
drawing in Figure 3.1 highlights some common fea-
tures of neurons.

The soma, or cell body, contains the cell nucleus
and much of the chemical machinery common to
most cells (soma is Greek for “body”). The rest of the
neuron is devoted exclusively to handling informa-
tion. The neurons in Figure 3.1 have a number of
branched, feelerlike structures called dendritic trees
(dendrite is a Greek word for “tree”). Each individual
branch is a dendrite. Dendrites are the parts of a
neuron that are specialized to receive information.
Most neurons receive information from many other
cells—sometimes thousands of others—and so have
extensive dendritic trees.

From the many dendrites, information flows into
the cell body and then travels away from the soma
along the axon (from the Greek for “axle”). The axon
is a long, thin fiber that transmits signals away
from the soma to other neurons or to muscles or
glands. Axons may be quite long (sometimes several
feet), and they may branch off to communicate with
a number of other cells.

In humans, many axons are wrapped in cells with
a high concentration of a white, fatty substance
called myelin. The myelin sheath is insulating ma-
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Terminal buttons and synapses

terial that encases some axons. The myelin sheath
speeds up the transmission of signals that move along
axons. If an axon’s myelin sheath deteriorates, its sig-
nals may not be transmitted effectively. The loss of
muscle control seen with the disease multiple sclerosis
is due to a degeneration of myelin sheaths (Schwartz
& Westbrook, 2000).

The axon ends in a cluster of terminal buttons,
which are small knobs that secrete chemicals called
neurotransmitters. These chemicals serve as mes-
sengers that may activate neighboring neurons. The
points at which neurons interconnect are called syn-
apses. A synapse is a junction where information
is transmitted from one neuron to another (synapse
is from the Greek for “junction”).

To summarize, information is received at the den-
drites, is passed through the soma and along the axon,
and is transmitted to the dendrites of other cells at
meeting points called synapses. Unfortunately, this
nice, simple picture has more exceptions than the
U.S. Tax Code. For example, some neurons do not
have an axon, while others have multiple axons. Also,
although neurons typically synapse on the dendrites
of other cells, they may also synapse on a soma or
an axon.

Glia

Glia are cells found throughout the nervous sys-
tem that provide various types of support for neu-
rons. Glia (literally “glue”) tend to be much smaller
than neurons, but they outnumber neurons by about
10 to 1, so glial cells appear to account for over 50%
of the brain’s volume. Among other things, glial cells
supply nourishment to neurons, help remove neu-
rons’ waste products, and provide insulation around
many axons. The myelin sheaths that encase some

Learning™ is a trademark used herein under license



axons are derived from special types of glial cells.
Glia also play a complicated role in orchestrating the
development of the nervous system in the human
embryo.

These functions, which have been known for
many years, made glial cells the unsung heroes of the
nervous system. Until recently, it was thought that
the “glamorous” work in the nervous system—the
transmission and integration of informational sig-
nals—was the exclusive province of the neurons. New
research, however, suggests that glia may also send
and receive chemical signals (Fields, 2004; Fields &
Stevens-Graham, 2002). Some types of glia can de-
tect neural impulses and send signals to other glial
cells. Surprised by this discovery, neuroscientists are
now trying to figure out how this signaling system
interfaces with the neural communication system.

Although glia may contribute to information pro-
cessing in the nervous system, the bulk of this crucial
work is handled by the neurons. Thus, we need to
examine the process of neural activity in more detail.

‘vek

The Neural Impulse: Using
Energy to Send Information 2a

What happens when a neuron is stimulated? What
is the nature of the signal—the neural impulse—that
moves through the neuron? These were the questions
that Alan Hodgkin and Andrew Huxley set out to an-
swer in their groundbreaking experiments with axons
removed from squid. Why did they choose to work
with squid axons? Because the squid has a pair of
“giant” axons that are about a hundred times larger
than those in humans (which still makes them only
about as thick as a human hair). Their large size per-
mitted Hodgkin and Huxley to insert fine wires called
microelectrodes into them. By using the microelectrodes
to record the electrical activity in individual neurons,
Hodgkin and Huxley unraveled the mystery of the
neural impulse.

The Neuron at Rest: WIS

A Tiny Battery a
Hodgkin and Huxley (1952) learned that the neural
impulse is a complex electrochemical reaction. Both
inside and outside the neuron are fluids containing
electrically charged atoms and molecules called ions.
Positively charged sodium and potassium ions and
negatively charged chloride ions flow back and forth
across the cell membrane, but they do not cross at
the same rate. The difference in flow rates leads to a
slightly higher concentration of negatively charged

ions inside the cell. The resulting voltage means that
the neuron at rest is a tiny battery, a store of poten-
tial energy. The resting potential of a neuron is its
stable, negative charge when the cell is inactive. As
shown in Figure 3.2(a), this charge is about —70 milli-
volts, roughly one-twentieth of the voltage of a flash-
light battery.
‘erk

The Action Potential F2a
As long as the voltage of a neuron remains constant,
the cell is quiet, and no messages are being sent. When
the neuron is stimulated, channels in its cell mem-
brane open, briefly allowing positively charged so-
dium ions to rush in. For an instant, the neuron’s
charge is less negative, or even positive, creating an
action potential (Koester & Siegelbaum, 2000). An
action potential is a very brief shift in a neuron’s
electrical charge that travels along an axon. The fir-
ing of an action potential is reflected in the voltage
spike shown in Figure 3.2 (b). Like a spark traveling
along a trail of gunpowder, the voltage change races
down the axon.

After the firing of an action potential, the chan-
nels in the cell membrane that opened to let in
sodium close up. Some time is needed before they

Figure 3.2.

The neural impulse. The electrochemical properties of the neuron allow it to transmit signals.
The electric charge of a neuron can be measured with a pair of electrodes connected to an oscillo-
scope, as Hodgkin and Huxley showed with a squid axon. Because of its exceptionally thick axons,
the squid has frequently been used by scientists studying the neural impulse. (a) At rest, the neu-
ron'’s voltage hovers around —70 millivolts. (b) When a neuron is stimulated, a brief jump occurs in
the neuron’s voltage, resulting in a spike on the oscilloscope recording of the neuron’s electrical
activity. This change in voltage, called an action potential, travels along the axon like a spark travel-

ing along a trail of gunpowder.
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Molecular Neurobiology:
A Gallery of Animations
Site editor and physician
Neil Busis brings together
a set of QuickTime anima-
tions demonstrating activi-
ties at the molecular level
of the synapse, such as
the fusion of synaptic vesi-
cles with the presynaptic
membrane.

are ready to open again, and until that time the neu-
ron cannot fire. The absolute refractory period is
the minimum length of time after an action poten-
tial during which another action potential cannot
begin. This “down time” isn’t very long, only 1 or
2 milliseconds. It is followed by a brief relative refrac-
tory period, during which the neuron can fire, but its
threshold for firing is elevated, so more intense stim-
ulation is required to initiate an action potential.
irek

The All-or-None Law 23
The neural impulse is an all-or-none proposition, like
firing a gun. You can’t half-fire a gun. The same is true
of the neuron’s firing of action potentials. Either the
neuron fires or it doesn’t, and its action potentials
are all the same size (Kandel, 2000). That is, weaker
stimuli do not produce smaller action potentials.
Even though the action potential is an all-or-
nothing event, neurons can convey information about
the strength of a stimulus. They do so by varying the
rate at which they fire action potentials. In general, a
stronger stimulus will cause a cell to fire a more rapid
volley of neural impulses than a weaker stimulus will.
Various neurons transmit neural impulses at dif-
ferent speeds. For example, thicker axons transmit
neural impulses more rapidly than thinner ones do.
Although neural impulses do not travel as fast as
electricity along a wire, they are very fast, moving at
up to 100 meters per second, which is equivalent to
more than 200 miles per hour. The entire, compli-
cated process of neural transmission takes only a few
thousandths of a second. In the time it has taken you

concept check 3.1 (w

to read this description of the neural impulse, bil-
lions of such impulses have been transmitted in your
nervous system!

The Synapse: wirek

Where Neurons Meet Jo)

In the nervous system, the neural impulse functions
as a signal. For that signal to have any meaning for
the system as a whole, it must be transmitted from
the neuron to other cells. As noted earlier, this trans-
mission takes place at special junctions called synapses,
which depend on chemical messengers.

Sending Signals: TUEk
Chemicals as Couriers b
A “typical” synapse is shown in Figure 3.3. The first
thing that you should notice is that the two neurons
don’t actually touch. They are separated by the syn-
aptic cleft, a microscopic gap between the termi-
nal button of one neuron and the cell membrane
of another neuron. Signals have to jump this gap to
permit neurons to communicate. In this situation,
the neuron that sends a signal across the gap is called
the presynaptic neuron, and the neuron that receives the
signal is called the postsynaptic neuron.

How do messages travel across the gaps between
neurons? The arrival of an action potential at an
axon’s terminal buttons triggers the release of neuro-
transmitters—chemicals that transmit informa-
tion from one neuron to another. Within the but-
tons, most of these chemicals are stored in small sacs,

devices as well as between other chips.

the enterprise can proceed.
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2. Like the insulation that covers electrical wires.

Understanding Nervous System Hardware Using Metaphors

A useful way to learn about the structures and functions of parts of the nervous system is through metaphors.
Check your understanding of the basic components of the nervous system by matching the metaphorical
descriptions below with the correct terms in the following list: (a) glia, (b) neuron, (c) soma, (d) dendrite,

(e) axon, (f) myelin, (g) terminal button, (h) synapse. You'll find the answers in Appendix A.

1. Like a tree. Also, each branch is a telephone wire that carries incoming messages to you.

3. Like a silicon chip in a computer that receives and transmits information between input and output

4. Like an electrical cable that carries information.

5. Like the maintenance personnel who keep things clean and in working order so the operations of

6. Like the nozzle at the end of a hose, from which water is squirted.

7. Like a railroad junction, where two trains may meet.

Learning™ is a trademark used herein under license



called synaptic vesicles. The neurotransmitters are re-
leased when a vesicle fuses with the membrane of
the presynaptic cell and its contents spill into the
synaptic cleft. After their release, neurotransmitters
diffuse across the synaptic cleft to the membrane of
the receiving cell. There they may bind with special
molecules in the postsynaptic cell membrane at vari-
ous receptor sites. These sites are specifically “tuned”
to recognize and respond to some neurotransmitters
but not to others.
Receiving Signals: WL
Postsynaptic Potentials 2l
When a neurotransmitter and a receptor molecule
combine, reactions in the cell membrane cause a post-
synaptic potential (PSP), a voltage change at a re-
ceptor site on a postsynaptic cell membrane. Post-
synaptic potentials do not follow the all-or-none law
as action potentials do. Instead, postsynaptic poten-
tials are graded. That is, they vary in size and they in-
crease or decrease the probability of a neural impulse
in the receiving cell in proportion to the amount of
voltage change.

Two types of messages can be sent from cell to cell:
excitatory and inhibitory. An excitatory PSP is a pos-
itive voltage shift that increases the likelihood that
the postsynaptic neuron will fire action potentials.
An inhibitory PSP is a negative voltage shift that
decreases the likelihood that the postsynaptic neu-
ron will fire action potentials. The direction of the
voltage shift, and thus the nature of the PSP (excita-
tory or inhibitory), depends on which receptor sites
are activated in the postsynaptic neuron (Kandel,
2000).

The excitatory or inhibitory effects produced at a
synapse last only a fraction of a second. Then neuro-
transmitters drift away from receptor sites or are in-
activated by enzymes that metabolize (convert) them
into inactive forms. Most are reabsorbed into the
presynaptic neuron through reuptake, a process in
which neurotransmitters are sponged up from the
synaptic cleft by the presynaptic membrane. Re-
uptake allows synapses to recycle their materials.
Reuptake and the other key processes in synaptic
transmission are summarized in Figure 3.4 on the
next page.

Integrating Signals: WIS

Neural Networks b
A neuron may receive a symphony of signals from
thousands of other neurons. The same neuron may
pass its messages along to thousands of neurons as
well. Thus, a neuron must do a great deal more than
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simply relay messages it receives. It must integrate Figure 3.3

The synapse. When a
neural impulse reaches an
axon’s terminal buttons, it
triggers the release of chemi-
cal messengers called neuro-
transmitters. The neurotrans-
mitter molecules diffuse across
the synaptic cleft and bind
to receptor sites on the post-
synaptic neuron. A specific
neurotransmitter can bind
only to receptor sites that its
molecular structure will fit
into, much like a key must
fit a lock.

signals arriving at many synapses before it “decides”
whether to fire a neural impulse. If enough excitatory
PSPs occur in a neuron, the electrical currents can
add up, causing the cell’s voltage to reach the thresh-
old at which an action potential will be fired. How-
ever, if many inhibitory PSPs also occur, they will
tend to cancel the effects of excitatory PSPs. Thus,
the state of the neuron is a weighted balance between
excitatory and inhibitory influences (Kandel & Siegel-
baum, 2000).

As Rita Carter (1998) has pointed out in Mapping
the Mind, “The firing of a single neuron is not enough

The Biological Bases of Behavior
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Figure 3.4

Overview of synaptic
transmission. The main
elements in synaptic trans-
mission are summarized here,
superimposed on a blowup
of the synapse seen in Figure
3.3. The five key processes
involved in communication
at synapses are (1) synthe-
sis and storage, (2) release,
(3) binding, (4) inactivation
or removal, and (5) reuptake
of neurotransmitters. As you'll
see in this chapter and the
remainder of the book, the
effects of many phenom-
ena—such as pain, drug use,
and some diseases—can be
explained in terms of how
they alter one or more of
these processes (usually at
synapses releasing a specific
neurotransmitter).

Figure 3.5

Synaptic pruning. This
graph summarizes data on
the estimated number of syn-
apses in the human visual
cortex as a function of age
(Huttenlocher, 1994). As

you can see, the number of
synapses in this area of the
brain peaks around age 1 and
then mostly declines over the
course of the life span. This
decline reflects the process
of synaptic pruning, which
involves the gradual elimina-
tion of less active synapses.
Source: Data based on Huttenlocher,
P. R. (1994). Synaptogenesis in human
cerebral cortex. In G. Dawson & K. W.
Fischer (Eds.), Human behavior and the
developing brain. New York: Guilford
Press. Graphic adapted from Kolb, B. &
Whishaw, 1. Q. (2001). An introduction

to brain and behavior. New York: Worth
Publishers.

Synthesis and storage of
neurotransmitter molecules in
synaptic vesicles

Release of neurotransmitter
molecules into synaptic cleft

to create the twitch of an eyelid in sleep, let alone a
conscious impression. . . . Millions of neurons must
fire in unison to produce the most trifling thought”

(p- 19). Most neurons are interlinked in complex
chains, pathways, circuits, and networks. Our percep-
tions, thoughts, and actions depend on patterns of
neural activity in elaborate neural networks. These
networks consist of interconnected neurons that fre-
quently fire together or sequentially to perform cer-
tain functions (Song et al., 2005). The links in these
networks are fluid, as new synaptic connections may

f "R
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Reuptake of neurotransmitters
sponged up by the presynaptic
neuron

Inactivation (by enzymes) or
removal (drifting away) of
neurotransmitters

Binding of neurotransmitters
at receptor sites on
postsynaptic membrane

be made while some old connections whither away
(Hua & Smith, 2004).

Ironically, the elimination of old synapses appears
to play a larger role in the sculpting of neural net-
works than the creation of new synapses. The nervous
system normally forms more synapses than needed
and then gradually eliminates the less-active syn-
apses. For example, the number of synapses in the
human visual cortex peaks at around age one and
then declines, as diagrammed in Figure 3.5 (Hutten-
locher, 1994). Thus, synaptic pruning is a key process
in the formation of the neural networks that are cru-
cial to communication in the nervous system.
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As we have seen, the nervous system relies on chem-
ical couriers to communicate information between
neurons. These neurotransmitters are fundamental to
behavior, playing a key role in everything from mus-
cle movements to moods and mental health.

You might guess that the nervous system would
require only two neurotransmitters—one for excita-
tory potentials and one for inhibitory potentials. In
reality, there are nine well-established, classic (small-
molecule) transmitters, about 40 additional neuro-
peptide chemicals that function, at least part-time,
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as neurotransmitters, and a variety of recently recog-
nized “novel” neurotransmitters (Schwartz, 2000;
Snyder, 2002). As scientists continue to discover new
and increasingly diverse transmitter substances, they
are being forced to reevaluate their criteria regarding
what qualifies as a neurotransmitter (Snyder & Fer-
ris, 2000).

Specific neurotransmitters work at specific kinds
of synapses. You may recall that transmitters deliver
their messages by binding to receptor sites on the post-
synaptic membrane. However, a transmitter cannot
bind to just any site. The binding process operates
much like a lock and key, as was shown in Figure 3.3.
Just as a key has to fit a lock to work, a transmitter has
to fit into a receptor site for binding to occur. As a re-
sult, specific transmitters can deliver signals only at
certain locations on cell membranes.

Why are there many neurotransmitters, each of
which works only at certain synapses? This variety
and specificity reduces crosstalk between densely
packed neurons, making the nervous system’s com-
munication more precise. Let’s briefly review some
of the most interesting findings about how neuro-
transmitters regulate behavior, which are summa-
rized in Table 3.1.

‘1\'ek
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Acetylcholine #2b
The discovery that cells communicate by releasing
chemicals was first made in connection with the
transmitter acetylcholine (ACh). ACh has been found
throughout the nervous system. It is the only trans-
mitter between motor neurons and voluntary mus-
cles. Every move you make—typing, walking, talking,
breathing—depends on ACh released to your mus-
cles by motor neurons (Kandel & Siegelbaum, 2000).
ACh also appears to contribute to attention, arousal,
and perhaps memory.

The activity of ACh (and other neurotransmitters)
may be influenced by other chemicals in the brain.
Although synaptic receptor sites are sensitive to
specific neurotransmitters, sometimes they can be
“fooled” by other chemical substances. For example,
if you smoke tobacco, some of your ACh synapses
will be stimulated by the nicotine that arrives in your
brain. At these synapses, the nicotine acts like ACh
itself. It binds to receptor sites for ACh, causing post-
synaptic potentials (PSPs). In technical language,
nicotine is an ACh agonist. An agonist is a chemi-
cal that mimics the action of a neurotransmitter.

Not all chemicals that fool synaptic receptors are
agonists. Some chemicals bind to receptors but fail
to produce a PSP (the key slides into the lock, but it
doesn’t work). In effect, they temporarily block the
action of the natural transmitter by occupying its re-
ceptor sites, rendering them unusable. Thus, they act

Table 3.1 Common Neurotransmitters and Some of Their Functions

.;l! !0”! |!!|| "!!.

Acetylcholine
(ACh)

Dopamine
(DA)

Norepinephrine
(NE)

Serotonin

GABA

l! |l1! lll!!r II'IHIE ! 1!!!!!”!_

- - - |
Released by motor neurons controlling skeletal muscles
Contributes to the regulation of attention, arousal, and memory
Some ACh receptors stimulated by nicotine

Contributes to control of voluntary movement, pleasurable emotions
Decreased levels associated with Parkinson’s disease

Overactivity at DA synapses associated with schizophrenia

Cocaine and amphetamines elevate activity at DA synapses

Contributes to modulation of mood and arousal
Cocaine and amphetamines elevate activity at NE synapses

Involved in regulation of sleep and wakefulness, eating, aggression

Abnormal levels may contribute to depression and obsessive-compulsive
disorder

Prozac and similar antidepressant drugs affect serotonin circuits

Serves as widely distributed inhibitory transmitter
Valium and similar antianxiety drugs work at GABA synapses

Endorphins Resemble opiate drugs in structure and effects

Contribute to pain relief and perhaps to some pleasurable emotions

as antagonists. An antagonist is a chemical that op-
poses the action of a neurotransmitter. For exam-
ple, the drug curare is an ACh antagonist. It blocks
action at the same ACh synapses that are fooled by
nicotine. As a result, muscles are unable to move.
Some South American natives put a form of curare
on arrow tips. If they wound an animal, the curare
blocks the synapses from nerve to muscle, paralyzing
the animal.
ﬂrek

Monoamines )0, il
The monoamines include three neurotransmitters:
dopamine, norepinephrine, and serotonin. Neurons
using these transmitters regulate many aspects of
everyday behavior. Dopamine (DA), for example, is
used by neurons that control voluntary movements.
The degeneration of such neurons apparently causes
Parkinsonism, a disease marked by tremors, muscular
rigidity, and reduced control over voluntary move-
ments (DeLong, 2000).
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Muhammed Ali and Michael
J. Fox are two well-known
victims of Parkinson’s dis-
ease. Roughly one million
Americans suffer from Park-
inson’s disease, which is
caused by a decline in the
synthesis of the neurotrans-
mitter dopamine. The reduc-
tion in dopamine synthesis
occurs because of the deterio-
ration of a structure located
in the midbrain.



Image Not Available

CANDACE PERT

“When human beings en-
gage in various activities,
it seems that neurojuices
are released that are asso-
ciated with either pain

or pleasure.”

Image Not Available

SOLOMON SNYDER

“Brain research of the past
decade, especially the
study of neurotransmitters,
has proceeded at a furious
pace, achieving progress
equal in scope to all the
accomplishments of the
preceding 50 years—and
the pace of discovery con-
tinues to accelerate.”
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Neurosciences

on the Internet

Dr. Neil Busis has gathered
what appears to be the
largest collection of neuro-
science links currently

on the web and provided
a search engine to help
visitors.
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Although other neurotransmitters are also in-
volved, serotonin-releasing neurons appear to play a
prominent role in the regulation of sleep and wake-
fulness (Vodelholzer et al., 1998) and eating behavior
(Blundell & Halford, 1998). Considerable evidence
also suggests that neural circuits using serotonin
modulate aggressive behavior in animals, and some
preliminary evidence relates serotonin activity to ag-
gression and impulsive behavior in humans (Dolan,
Anderson, & Deakin, 2001; Douzenis et al., 2004).

Abnormal levels of monoamines in the brain have
been related to the development of certain psycho-
logical disorders. For example, people who suffer from
depression appear to have lowered levels of activa-
tion at norepinephrine (NE) and serotonin synapses.
Although a host of other biochemical changes may
also contribute to depression, abnormalities at NE
and serotonin synapses appear to play a central role,
as most antidepressant drugs exert their main effects
at these synapses (Sher & Mann, 2003; Thase, Jindal,
& Howland, 2002).

In a similar fashion, abnormalities in activity at
dopamine synapses have been implicated in the de-
velopment of schizophrenia. This severe mental ill-
ness is marked by irrational thought, hallucinations,
poor contact with reality, and deterioration of rou-
tine adaptive behavior. Afflicting roughly 1% of the
population, schizophrenia requires hospitalization
more often than any other psychological disorder
(see Chapter 14). Studies suggest, albeit with many
complications, that overactivity at DA synapses is
the neurochemical basis for schizophrenia. Why?
Primarily because the therapeutic drugs that tame
schizophrenic symptoms are known to be DA antago-
nists that reduce the neurotransmitter’s activity (Tam-
minga & Carlsson, 2003).

Temporary alterations at monoamine synapses
also appear to account for the powerful effects of
some widely abused drugs, including amphetamines
and cocaine. These stimulants seem to exert most of
their effects by creating a storm of increased activity
at dopamine and norepinephrine synapses (Repetto
& Gold, 200S; King & Ellinwood, 2005). o

GABA ¢40)

Another group of transmitters consists of amino acids.
Two of these, gamma-aminobutyric acid (GABA) and
glycine, are notable in that they seem to produce only
inhibitory postsynaptic potentials. Some transmitters,
such as ACh and NE, are versatile. They can produce
either excitatory or inhibitory PSPs, depending on
the synaptic receptors they bind to. However, GABA
and glycine appear to have inhibitory effects at vir-
tually all synapses where either is present. GABA re-
ceptors are widely distributed in the brain and may
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be present at 40% of all synapses. GABA appears to
be responsible for much of the inhibition in the cen-
tral nervous system. Studies suggest that GABA con-
tributes to the regulation of anxiety in humans and
that it plays a central role in the expression of seizures
(Shank, Smith-Swintosky, & Twyman, 2000; Skolnick,
2003). GABA also plays a significant role in the mod-
ulation of sleep (Siegel, 2004).
\J\'ek
b

Endorphins 0,7\l
In 1970, after a horseback-riding accident, Candace
Pert, a graduate student in neuroscience, lay in a hos-
pital bed receiving frequent shots of morphine, a pain-
killing drug derived from the opium plant. This ex-
perience left her with a driving curiosity about how
morphine works. A few years later, she and Solomon
Snyder rocked the scientific world by showing that
morphine exerts its effects by binding to specialized re-
ceptors in the brain (Pert & Snyder, 1973).

This discovery raised a perplexing question: Why
would the brain be equipped with receptors for mor-
phine, a powerful, addictive opiate drug not normally
found in the body? It occurred to Pert and others that
the nervous system must have its own, endogenous
(internally produced) morphinelike substances. Inves-
tigators dubbed these as-yet undiscovered substances
endorphins—internally produced chemicals that
resemble opiates in structure and effects. A search
for the body’s natural opiate ensued. In short order,
a number of endogenous, opiatelike substances were
identified (Hughes et al., 1975). Subsequent studies
revealed that endorphins and their receptors are
widely distributed in the human body and that they
clearly contribute to the modulation of pain, as well
as a variety of other phenomena (Basbaum & Jessell,
2000).

In this section we have highlighted just a few of
the more interesting connections between neuro-
transmitters and behavior. These highlights barely
begin to convey the rich complexity of biochemical
processes in the nervous system. Most aspects of be-
havior are probably regulated by several types of
transmitters. To further complicate matters, research-
ers are finding fascinating interactions between vari-
ous neurotransmitter systems (Frazer et al., 2003). Al-
though scientists have learned a great deal about
neurotransmitters and behavior, much still remains
to be discovered.

© REVIEW OF KEY POINTS

@ Behavior depends on complex information processing in
the nervous system. Neurons receive, integrate, and trans-
mit information. Glial cells provide various types of support
for neurons and may contribute to signal transmission in
the nervous system.
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@ The neural impulse is a brief change in a neuron’s electrical
charge that moves along an axon. An action potential is an
all-or-none event. Neurons convey information about the
strength of a stimulus by variations in their rate of firing.

@ Action potentials trigger the release of chemicals called
neurotransmitters that diffuse across a synapse to commu-
nicate with other neurons. Transmitters bind with receptors
in the postsynaptic cell membrane, causing excitatory or
inhibitory PSPs.

@ Whether the postsynaptic neuron fires a neural impulse
depends on the balance of excitatory and inhibitory PSPs.
Our thoughts and actions depend on patterns of activity
in neural circuits and networks.

@ The transmitter ACh plays a key role in muscular movement.
Serotonin circuits may contribute to the regulation of sleep,
eating, and aggression. Depression is associated with re-
duced activation at norepinephrine and serotonin synapses.

@ Schizophrenia has been linked to overactivity at dopamine
synapses. Cocaine and amphetamines appear to exert their
main effects by altering activity at DA and NE synapses.
GABA is an important inhibitory transmitter. Endorphins,
which resemble opiates, contribute to pain relief.

concept check 3.2 (z

Linking Brain Chemistry to Behavior

in pain relief.

schizophrenia.

> Organization of the Nervous;Syste

Check your understanding of relations between brain chemistry and behavior by
indicating which neurotransmitters have been linked to the phenomena listed below.
Choose your answers from the following list: (a) acetylcholine, (b) norepinephrine,
(c) dopamine, (d) serotonin, (e) endorphins. Indicate your choice (by letter) in the
spaces on the left. You'll find the answers in Appendix A.

1. A transmitter involved in the regulation of sleep, eating, and aggression.
2. The two monoamines that have been linked to depression.

3. Chemicals that resemble opiate drugs in structure and that are involved

4. A neurotransmitter for which abnormal levels have been implicated in

5. The only neurotransmitter between motor neurons and voluntary muscles.

Clearly, communication in the nervous system is fun-
damental to behavior. So far we have looked at how
individual cells communicate with one another. In
this section, we examine the organization of the ner-
vous system as a whole.

Experts believe that there are roughly 100 billion
neurons in the human brain (Kandel, 2000). Obvi-
ously, this is only an estimate. If you counted them
nonstop at the rate of one per second, you'd be count-
ing for over 3000 years! And, remember, most neurons
have synaptic connections to many other neurons, so
there may be 100 trillion synapses in a human brain!

The fact that our neurons and synapses are so
abundant as to be uncountable is probably why it is
widely believed that “we only use 10% of our brains.”
This curious tidbit of folk wisdom is utter nonsense
(McBurney, 1996). There is no way to quantify the
percentage of the brain that is “in use” at any specific
time. And think about, if 90% of the human brain
consists of unused “excess baggage,” localized brain
damage would not be a problem much of the time.
In reality, damage in even very tiny areas of the brain
usually has severe, disruptive effects (Zillmer & Spiers,
2001). The 10% myth appeals to people because it
suggests that they have a huge reservoir of untapped
potential. Hucksters selling self-improvement pro-
grams often disseminate the 10% myth because it
makes their claims and promises seem more plausi-
ble (“Unleash your potential!”).

In any event, the multitudes of neurons in your
nervous system have to work together to keep infor-

mation flowing effectively. To see how the nervous
system is organized to accomplish this end, we will
divide it into parts. In many instances, the parts will
be divided once again. Figure 3.6 (on the next page)
presents an organizational chart that shows the rela-
tionships of all the parts of the nervous system.
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The Peripheral
Nervous System

The first and most important division separates the
central nervous system (the brain and spinal cord) from
the peripheral nervous system (see Figure 3.7 on the
next page). The peripheral nervous system is made
up of all those nerves that lie outside the brain and
spinal cord. Nerves are bundles of neuron fibers
(axons) that are routed together in the peripheral
nervous system. This portion of the nervous system
is just what it sounds like: the part that extends out-
side the central nervous system. The peripheral ner-
vous system can be subdivided into the somatic nervous
system and the autonomic nervous system.
‘nek

The Somatic Nervous System F2a
The somatic nervous system is made up of nerves
that connect to voluntary skeletal muscles and to
sensory receptors. These nerves are the cables that
carry information from receptors in the skin, muscles,
and joints to the central nervous system (CNS) and
that carry commands from the CNS to the muscles.

The Biological Bases of Behavior
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PREVIEW QUESTIONS

What are the subdivisions
of the peripheral nervous
system?

What is the difference
between afferent and
efferent nerves?

What does the autonomic
nervous system regu-
late, and what are its
subdivisions?

What is the central
nervous system made

up of?



Figure 3.6

Organization of the
human nervous system.
This overview of the human
nervous system shows the
relationships of its various
parts and systems. The brain
is traditionally divided into
three regions: the hindbrain,
the midbrain, and the fore-
brain. The reticular formation
runs through both the mid-
brain and the hindbrain on
its way up and down the
brainstem. These and other
parts of the brain are dis-
cussed in detail later in the
chapter. The peripheral ner-
vous system is made up of
the somatic nervous system,
which controls voluntary
muscles and sensory recep-
tors, and the autonomic ner-
vous system, which controls
the involuntary activities of
smooth muscles, blood ves-
sels, and glands (adrenal
glands shown).

Human nervous system

Central nervous system
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formation
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These functions require two kinds of nerve fibers. Af-
ferent nerve fibers are axons that carry information
inward to the central nervous system from the pe-
riphery of the body. Efferent nerve fibers are axons
that carry information outward from the central
nervous system to the periphery of the body. Each
body nerve contains many axons of each type. Thus,

Figure 3.7

The central and periph-
eral nervous systems.
The central nervous system
(CNS) consists of the brain
and the spinal cord. The
peripheral nervous system
consists of the remaining
nerves that fan out through-
out the body. The peripheral
nervous system is divided
into the somatic nervous sys-
tem, which is shown in blue,
and the autonomic nervous
system, which is shown in
green.
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Peripheral nervous system

Autonomic
nervous
system
(involuntary)

Somatic
nervous
system
(voluntary)

ST

Sympathetic
division
(mobilizes
resources)

Para-
sympathetic
division
(conserves
resources)

somatic nerves are “two-way streets” with incoming
(afferent) and outgoing (efferent) lanes. The somatic
nervous system lets you feel the world and move
around in it. pa—
The Autonomic Nervous System L oC
The autonomic nervous system (ANS) is made up
of nerves that connect to the heart, blood vessels,
smooth muscles, and glands. As its name hints, the
autonomic system is a separate (autonomous) sys-
tem, although it is ultimately governed by the cen-
tral nervous system. The autonomic nervous system
controls automatic, involuntary, visceral functions
that people don’t normally think about, such as heart
rate, digestion, and perspiration (see Figure 3.8).

The autonomic nervous system mediates much of
the physiological arousal that occurs when people
experience emotions. For example, imagine that you
are walking home alone one night when a seedy-
looking character falls in behind you and begins to
follow you. If you feel threatened, your heart rate and
breathing will speed up. Your blood pressure may
surge, you may get goosebumps, and your palms may
begin to sweat. These difficult-to-control reactions are
aspects of autonomic arousal.

Walter Cannon (1932), one of the first psycholo-
gists to study this reaction, called it the fight-or-flight
response. Cannon carefully monitored this response
in cats—after confronting them with dogs. He con-
cluded that organisms generally respond to threat by
preparing physiologically for attacking (fight) or flee-
ing from (flight) the enemy. Unfortunately, as you
will see in Chapter 13, this fight-or-flight response

Learning™ is a trademark used herein under license



can backfire if stress leaves a person in a chronic state
of autonomic arousal. Prolonged autonomic arousal
can eventually contribute to the development of phys-
ical diseases (Selye, 1974).

The autonomic nervous system can be subdivided
into two branches: the sympathetic division and the
parasympathetic division (see Figure 3.8). The sym-
pathetic division is the branch of the autonomic
nervous system that mobilizes the body’s resources
for emergencies. It creates the fight-or-flight re-
sponse. Activation of the sympathetic division slows
digestive processes and drains blood from the pe-
riphery, lessening bleeding in the case of an injury.
Key sympathetic nerves send signals to the adrenal
glands, triggering the release of hormones that ready
the body for exertion. In contrast, the parasympa-
thetic division is the branch of the autonomic ner-
vous system that generally conserves bodily re-
sources. It activates processes that allow the body to
save and store energy. For example, actions by para-
sympathetic nerves slow heart rate, reduce blood
pressure, and promote digestion.

\irek

The Central Nervous System 2a

The central nervous system is the portion of the ner-
vous system that lies within the skull and spinal col-
umn (see Figure 3.7). Thus, the central nervous sys-
tem (CNS) consists of the brain and the spinal
cord. It is protected by enclosing sheaths called the
meninges (hence meningitis, the name for the disease
in which the meninges become inflamed). In addi-
tion, the central nervous system is bathed in its own
special nutritive “soup,” the cerebrospinal fluid. The
cerebrospinal fluid (CSF) nourishes the brain and
provides a protective cushion for it. The hollow
cavities in the brain that are filled with CSF are called
ventricles (see Figure 3.9).

The Spinal Cord

The spinal cord connects the brain to the rest of the
body through the peripheral nervous system. Al-
though the spinal cord looks like a cable from which
the somatic nerves branch, it is part of the central
nervous system. Like the brain, it is enclosed by the
meninges and bathed in CSF. In short, the spinal cord
is an extension of the brain.

The spinal cord runs from the base of the brain to
just below the level of the waist. It houses bundles of
axons that carry the brain’s commands to peripheral
nerves and that relay sensations from the periphery
of the body to the brain. Many forms of paralysis re-
sult from spinal cord damage, a fact that underscores

Autonomic Nervous System

Parasympathetic division=
CONSERVE

Pupils constricted

Sympathetic division=
MOBILIZE

Pupils dilated

Salivation stimulated

Bronchial passages constricted
Decreased respiration

Decreased heart rate

Digestion stimulated

Bladder contracted

Figure 3.8

Salivation inhibited

Bronchial passages dilated
Increased respiration

Increased heart rate

Digestion inhibited

Secretion of adrenal hormones

Increased secretion
by sweat glands
Hair follicles raised;
goose bumps
Bladder relaxed

The autonomic nervous system (ANS). The ANS is composed of the nerves that connect

to the heart, blood vessels, smooth muscles, and glands. The ANS is divided into the sympathetic
division, which mobilizes bodily resources in times of need, and the parasympathetic division, which
conserves bodily resources. Some of the key functions controlled by each division of the ANS are

summarized in the diagram.
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Figure 3.9

The ventricles of the
brain. Cerebrospinal fluid
(CSF) circulates around the
brain and the spinal cord.
The hollow cavities in the
brain filled with CSF are
called ventricles. The four
ventricles in the human
brain are depicted here.
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The Visible

Human Project

This site from the National
Library of Medicine pro-
vides a rich collection of
online resources related
to the highly detailed vi-
sual analysis of two hu-
man cadavers—a male
and female—that has been
carried out over the last
decade. This site is a good
place to explore advanced
techniques in the imaging
of the human body, includ-
ing the central nervous
system.

the critical role the spinal cord plays in transmitting
signals from the brain to the motor neurons that move
the body’s muscles.

The Brain

The crowning glory of the central nervous system
is, of course, the brain. Anatomically, the brain is
the part of the central nervous system that fills the
upper portion of the skull. Although it weighs only
about three pounds and could be held in one hand,
the brain contains billions of interacting cells that
integrate information from inside and outside the
body, coordinate the body’s actions, and enable hu-
man beings to talk, think, remember, plan, create,
and dream.

Because of its central importance for behavior, the
brain is the subject of the next three sections of the
chapter. We begin by looking at the remarkable meth-

> Looking/Inside the Brain: Resea

ods that have enabled researchers to unlock some of
the brain’s secrets.

© REVIEW OF KEY POINTS

@ The nervous system can be divided into two main subdivi-
sions, the central nervous system and the peripheral ner-
vous system. The central nervous system consists of the
brain and spinal cord.

@ The peripheral nervous system consists of the nerves that
lie outside the brain and spinal cord. It can be subdivided
into the somatic nervous system, which connects to mus-
cles and sensory receptors, and the autonomic nervous
system, which connects to blood vessels, smooth muscles,
and glands.

@ The autonomic nervous system mediates the largely auto-
matic arousal that accompanies emotion and the fight-
or-flight response to stress. The ANS is divided into the
sympathetic division, which mobilizes bodily resources,
and the parasympathetic division, which conserves bodily
resources.

PREVIEW QUESTIONS

@ What is an EEG and
what is its output?

@ How are lesioning and
electrical stimulation
used to study brain
function?

& What is transcranial
magnetic stimulation,
and how is it used in
research on the brain?

@ Which brain-imaging
procedures provide
information about
brain structure or brain
function?

Scientists who want to find out how parts of the brain
are related to behavior are faced with a formidable
task. The geography, or structure, of the brain can be
mapped out relatively easily by examining and dis-
secting brains removed from animals or from de-
ceased humans who have donated their bodies to sci-
ence. Mapping of brain function, however, requires a
working brain. Thus, special research methods are
needed to discover relations between brain activity
and behavior.

Investigators who conduct research on the brain
or other parts of the nervous system are called neuro-
scientists. Often, brain research involves collaboration
by neuroscientists from several disciplines, includ-
ing anatomy, physiology, biology, pharmacology,
neurology, neurosurgery, psychiatry, and psychol-
ogy. Neuroscientists use many specialized techniques
to investigate connections between the brain and be-
havior. Among the methods they have depended on
most heavily are electrical recordings, lesioning, and
electrical stimulation. In addition, brain-imaging
techniques have enhanced neuroscientists’ ability to

observe brain structure and function.
yirek

Electrical Recordings

The electrical activity of the brain can be recorded,
much as Hodgkin and Huxley recorded the electrical
activity of individual neurons. Recordings of single
cells in the brain have proven valuable, but scientists
also need ways to record the simultaneous activity
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of many of the billions of neurons in the brain. For-
tunately, in 1929 a German psychiatrist named Hans
Berger invented a machine that could record broad
patterns of brain electrical activity. The electro-
encephalograph (EEG) is a device that monitors
the electrical activity of the brain over time by
means of recording electrodes attached to the sur-
face of the scalp (see Figure 3.10). An EEG electrode
sums and amplifies electric potentials occurring in
many thousands of brain cells.

Usually, six to ten recording electrodes are at-
tached (with paste) at various places on the skull.
The resulting EEG recordings are translated into line
tracings, commonly called brain waves. These brain-
wave recordings provide a useful overview of the
electrical activity in the brain. Different brain-wave
patterns are associated with different states of men-
tal activity (Martin, 1991; Westbrook, 2000), as shown
in Figure 3.10. The EEG is often used in the clinical
diagnosis of brain damage, epilepsy, and other neu-
rological disorders. In research applications, the EEG
can be used to identify patterns of brain activity that
occur when participants engage in specific behaviors
or experience specific emotions. For example, in one
study, researchers used EEG recordings to investigate
how meditation affects brain activity (Takahashi
et al., 2005). Overall, EEG technology has contrib-
uted greatly to our understanding of brain-behavior
relations (Eastman, 2004; Rosler, 2005), and as you'll
see in Chapter 5, the EEG has been particularly valu-
able to researchers exploring the neural bases of sleep.
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Lesioning

Brain tumors, strokes, head injuries, and other mis-
fortunes often produce brain damage in people. Many
major insights about brain-behavior relations have
resulted from observations of behavioral changes in
people who have suffered damage in specific brain
areas. However, this type of research has its limita-
tions. Subjects are not plentiful, and neuroscientists
can’t control the location or severity of their subjects’
brain damage. Furthermore, variations in the partici-
pants’ histories create a host of extraneous variables
that make it difficult to isolate cause-and-effect rela-
tionships between brain damage and behavior.

To study the relations between brain and behav-
ior more precisely, scientists sometimes observe what
happens when specific brain structures in animals
are purposely disabled. Lesioning involves destroy-
ing a piece of the brain. It is typically done by in-
serting an electrode into a brain structure and pass-
ing a high-frequency electric current through it to
burn the tissue and disable the structure.

Lesioning requires researchers to get an electrode
to a particular place buried deep inside the brain.
They do so with a stereotaxic instrument, a device
used to implant electrodes at precise locations in the
brain. The use of this surgical device is described in
Figure 3.11. Of course, appropriate anesthetics are
used to minimize pain and discomfort for the ani-
mals. The lesioning of brain structures in animals
has proven invaluable in neuroscientists’ research on
brain functioning.

Electrical Stimulation \irek
of the Brain

I@
(gt

Electrical stimulation of the brain (ESB) involves
sending a weak electric current into a brain struc-
ture to stimulate (activate) it. The current is deliv-

Deep,
dreamless sleep
High-voltage,
low-frequency
brain waves

ered through an electrode, but the current is differ-
ent from that used in lesioning. This sort of electri-
cal stimulation does not exactly duplicate normal
signals in the brain. However, it is usually a close
enough approximation to activate the brain struc-
tures in which the electrodes are lodged. If areas deep
within the brain are to be stimulated, the electrodes
are implanted with the same stereotaxic techniques
used in lesioning procedures.

Most ESB research is conducted with animals.
However, ESB is occasionally used on humans in the
context of brain surgery required for medical pur-
poses (see Moriarty et al., 2001 for an example). After

Figure 3.11

Figure 3.10

The electroencephalo-
graph (EEG). Recording
electrodes attached to the
surface of the scalp permit
the EEG to record electrical
activity in the cortex over
time. The EEG provides out-
put in the form of line trac-
ings called brain waves. Brain
waves vary in frequency (cy-
cles per second) and ampli-
tude (measured in voltage).
Various states of conscious-
ness are associated with dif-
ferent brain waves. Charac-
teristic EEG patterns for alert
wakefulness, drowsiness, and
deep, dreamless sleep are
shown here. The use of the
EEG in research is discussed
in more detail in Chapter 5.
Source: Brain wave graphic adapted
from Hauri, P. (1982). Current concepts:
The sleep disorders. Kalamazoo, Ml:

The Upjohn Company. Reprinted by
permission.

An anesthetized rat in a stereotaxic instrument. This rat is undergoing brain surgery. After
consulting a detailed map of the rat brain, researchers use the control knobs on the apparatus to
position an electrode along the three axes ( x, y, and z) shown in the upper left corner. This precise
positioning allows researchers to implant the electrode in an exact location in the rat’s brain.

y

Electrode carrier
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Figure 3.12

a patient’s skull is opened, the surgeons may stimu-
late areas to map the individual patient’s brain (to
some extent, each of us is unique), so that they don’t
slice through critical areas. ESB research has led to
advances in the understanding of many aspects of
brain-behavior relations (Berman, 1991; Yudofsky,
1999).

Transcranial Magnetic
Stimulation

Transcranial magnetic stimulation (TMS) is a new
technique that permits scientists to temporarily
enhance or depress activity in a specific area of
the brain. In TMS, a magnetic coil mounted on a
small paddle is held over a specific area of a subject’s
head (see Figure 3.12). The coil creates a magnetic
field that penetrates to a depth of two centimeters.
By varying the timing and duration of the magnetic
pulses, a researcher can either increase or decrease
the excitability of neurons in the local tissue (Sack &
Linden, 2003). Thus far, researchers have mostly been

Transcranial magnetic stimulation (TMS). In TMS, magnetic pulses are delivered to a local-
ized area of the brain from a magnet mounted on a small paddle (a). The magnetic field only pene-
trates to a depth of two centimeters (b). This technique can be used to either increase or decrease
the excitability of the affected neurons. The inset at bottom right depicts neurons near the surface of
the brain being temporarily activated by TMS (c).

Adapted from Bremner, J. D. (2005). Brain imaging handbook. New York: W. W. Norton, p. 34. lllustration © Bryan Christie Design.
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interested in temporarily deactivating discrete areas
of the brain to learn more about their functions. In
essence, this technology allows scientists to create
“virtual lesions” in human subjects for short periods
of time, using a painless, noninvasive method. More-
over, this approach circumvents the host of uncon-
trolled variables that plague the study of natural le-
sions in humans who have experienced brain damage
(Rafal, 2001).

In using TMS to investigate brain function, re-
searchers typically suppress activity in a discrete area
of the brain and then put subjects to work on a spe-
cific type of perceptual or cognitive task to see if the
virtual lesion interferes with performance of the task.
For example, this approach has been used to explore
whether specific areas of the brain are involved in
visuospatial processing (Sack et al., 2002), memory
for objects (Oliveri et al., 2001), and language (Knecht
et al., 2002). The chief limitation of TMS is that it
cannot be used to study areas deep within the brain.
Still, its potential as a research tool is enormous (Hil-
getag, 2004), and scientists are studying whether it
might have potential as a therapeutic treatment for
various disorders, such as depression, schizophrenia,
and cerebral palsy (Hampton, 2005). rek

A

Brain-Imaging Procedures ¢

In recent decades, the invention of new brain-imaging
devices has led to spectacular advances in science’s
ability to look into the brain (Dougherty & Rauch,
2003). The CT (computerized tomography) scan is a
computer-enhanced X ray of brain structure. Multiple
X rays are shot from many angles, and the computer
combines the readings to create a vivid image of a
horizontal slice of the brain (see Figure 3.13). The
entire brain can be visualized by assembling a series
of images representing successive slices of the brain.
Of the new brain-imaging techniques, the CT scan is
the least expensive, and it has been widely used in
research. For example, many researchers have used
CT scans to look for abnormalities in brain structure
among people suffering from specific types of men-
tal illness, especially schizophrenia. This research has
uncovered an interesting association between schiz-
ophrenic disturbance and enlargement of the brain’s
ventricles (Andreasen, 2001). Scientists are currently
trying to determine whether this ventricular enlarge-
ment is a cause or a consequence of schizophrenia
(see Chapter 14).

In research on how brain and behavior are related,
PET (positron emission tomography) scanning is prov-
ing especially valuable (Nahas et al., 1998). Whereas
CT scans can portray only brain structure, PET scans
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(a) The patient's head is positioned in a large
cylinder, as shown here.

can examine brain function, mapping actual activity
in the brain over time. In PET scans, radioactively
tagged chemicals are introduced into the brain. They
serve as markers of blood flow or metabolic activity
in the brain, which can be monitored with X rays.
Thus, a PET scan can provide a color-coded map in-
dicating which areas of the brain become active when
subjects clench their fist, sing, or contemplate the
mysteries of the universe (see Figure 3.14). In this
way, neuroscientists are using PET scans to better
pinpoint the brain areas that handle various types of
mental activities (Craik et al., 1999; Raichle, 1994).
Because PET scans monitor chemical processes, they
can also be used to study the activity of specific neu-
rotransmitters. For example, PET scans have helped
researchers determine how amphetamines affect ac-
tivity in dopamine circuits in the human brain (Os-
wald et al., 2005).

Research with PET scans has given neuroscientists
a new appreciation of the complexity and inter-
dependence of brain organization. The opportunity
to look at ongoing brain function has revealed that
even simple, routine mental operations depend on
coordinated activation of several or more areas in the
brain (Posner & Raichle, 1994).

The MRI (magnetic resonance imaging) scan uses mag-
netic fields, radio waves, and computerized enhance-
ment to map out brain structure. MRI scans provide
much better images of brain structure than CT scans
(Bohning et al., 1998), producing three-dimensional
pictures of the brain that have remarkably high res-
olution (see Figure 3.15a on the next page). Functional
magnetic resonance imaging (fMRI) consists of several
new variations on MRI technology that monitor blood
and oxygen flow in the brain to identify areas of high

(b) An X-ray beam and X-ray detector rotate around the
patient's head, taking multiple X rays of a horizontal
slice of the patient's brain.

X-ray
source

X-ray detector

activity (Dougherty & Rauch, 2003). This technology
is exciting because it can provide both functional and
structural information in the same image and moni-
tor changes in brain activity in real time (see Fig-
ure 3.15b). For example, using fMRI scans, research-
ers have identified patterns of brain activity associ-
ated with cocaine craving in cocaine addicts (Wexler
et al., 2001). Both types of MRI technology have
proven extremely valuable in behavioral research in
the last decade. Our Featured Study for this chapter
is a recent functional MRI study that investigated
whether males’ and females’ brains may be wired
somewhat differently.

Figure 3.14

PET scans. PET scans are used to map brain activity rather
than brain structure. They provide color-coded maps that show
areas of high activity in the brain over time. The PET scan shown
here pinpointed two areas of high activity (indicated by the red
and green colors) when a research participant worked on a
verbal short-term memory task.
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(c) A computer combines X rays to create
an image of a horizontal slice of the brain.
This scan shows a tumor (in red) on the right.

Figure 3.13

CT technology. CT scans
can be used in research to
examine aspects of brain
structure. They provide
computer-enhanced X rays
of horizontal slices of the
brain. (a) The patient’s head
is positioned in a large cyl-
inder, as shown here. (b) An
X-ray beam and X-ray detec-
tor rotate around the patient’s
head, taking multiple X rays
of a horizontal slice of the pa-
tient’s brain. (c) A computer
combines X rays to create an
image of a horizontal slice of
the brain. This scan shows a
tumor (in red) on the right.

© Dan McCoy/Rainbow



Figure 3.15

MRI and fMRI scans.
(@) MRI scans can be used
to produce remarkably high-
resolution pictures of brain
structure. A vertical view of
a brain from the left side is
shown here. (b) Like PET
scans, functional MRIs can
monitor chemical activity in
the brain. This image shows
regions of the brain that
were activated by the visual
stimulus of a flashing light.

Study

Source: Hamann, S., Her-
man, R. A., Nolan, C. L., &
Wallen, K. (2004). Men and
women differ in amygdala
response to visual sexual
stimuli. Nature Neuro-
science, 7, 411-416.

© ISM-Sovereign/PhotoTake

Probing the Anatomy of Sexual Arousal

Many interesting differences exist between males and
females in typical patterns of sexual behavior, as you
will learn in upcoming chapters (see Chapter 10 in par-
ticular). One well-known disparity between the sexes is
that men tend to be more interested than women in vi-
sually depicted sexual stimuli. Many theorists believe
that males’ fondness for visual sexual stimuli has been
hardwired into the male brain by evolutionary forces,
but other theorists argue that this gender gap could be
a product of learning and socialization. The present
study was a pioneering effort to harness fMRI technol-
ogy to shed some new light on this complicated ques-
tion. Stephan Hamann and his colleagues at Emory Uni-
versity set out to see if they could find a neuroanatomical
basis for gender differences in responsiveness to visual
sexual stimuli. Based on existing knowledge of brain
function, they hypothesized that males might show
greater activation than females in the amygdala and hy-
pothalamus, areas of the brain thought to be implicated
in the modulation of emotion and sexual motivation
(consult Figure 3.16 on page 91).

Method

Participants. Potential subjects were prescreened to ver-
ify that they were heterosexual and that they found vi-
sual erotica sexually arousing (people who found such
material to be offensive would not make good subjects).
The nature of the study was described to them in advance
so they could provide informed consent. The final sub-
ject pool consisted of 14 females (mean age 25.0 years)
and 14 males (mean age 25.9 years).

Materials. Four types of visual stimuli were presented:
(1) pictures of heterosexual couples engaged in explicit
sexual activity, (2) pictures of attractive, opposite-sex
nudes in modeling poses, (3) pictures of clothed males
and females in nonsexual interactions, and (4) a plain
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cross that subjects were asked to fixate on. The sexual
stimuli were carefully screened in a pilot study to ensure
that female subects would find them arousing (porno-
graphic images are generally geared toward men, which
would have biased the results).

Procedure. Stimuli were presented on viewing screens
inside special goggles to accommodate the fMRI record-
ing equipment. Subjects were instructed to view each
stimulus attentively. A brain scan was completed for
each stimulus presentation, and subjects rated the stim-
uli on various dimensions.

Results

Males and females returned similar ratings of how at-
tractive and how arousing both types of sexual stimuli
were. For the most part, the sexual stimuli evoked simi-
lar patterns of brain activation in the male and female
subjects. Both sexes showed roughly equal activation of
areas associated with visual processing, attention, and
reward. Against this backdrop of similarities, however,
some important disparities were found. As predicted, in
response to sexual stimuli males exhibited greater acti-
vation than females in the hypothalamus and the right
and left amygdala.

Discussion

The authors assert that “the current findings suggest a
possible neural basis for the greater role of visual stimuli
in human male sexual behavior’ (p. 415). In other words,
they conclude that their findings provide some prelimi-
nary support for the notion that males’ and females’
brains may be wired somewhat differently. However,
they are quick to note that this sex difference could be
attributable to either genetics (nature) or experience
(nurture).
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Comment
This study was featured because it is a particularly inter-
esting example of how new brain-imaging techniques
are being used to investigate brain-behavior relations.
Science depends on observation. Improvements in sci-
entists’ ability to observe the brain have resulted in new
opportunities to explore how brain structure and func-
tion are related to psychological phenomena. It is an ex-
citing time for the neurosciences, and great advances in
our understanding of the brain may be on the horizon.
That said, | hasten to add that brain-imaging tech-
niques suffer from more technical and interpretive prob-
lems than is widely appreciated. The stunning images
yielded by these incredibly sophisticated devices suggest
that their measurements of brain structure and function
are more precise, reliable, and unambiguous than they
actually are. In reality, brain-imaging procedures, espe-
cially those that map brain function, provide only a rough
approximation of what is going on inside a subject’s
brain. PET and fMRI scans do not measure neural activ-
ity directly. They only show areas of increased metabolic
activity in relation to some baseline condition (in this

case, viewing the fixation cross). The areas that “light
up” depend to some extent on what was chosen as a
baseline for comparison (Uttal, 2001, 2002). More im-
portant, increased metabolic activity in an area does not
prove that the area plays a crucial role in a particular
psychological function (Sack et al., 2003).

Brain scans also require numerous arcane technical
decisions that can influence the results obtained (Hard-
castle & Stewart, 2002). For example, the thresholds for
what will be accepted as various levels of “activation” are
somewhat arbitrary and vary from one study to the next,
leading to “mushy” measurement. These problems (and
many other complications) probably explain why the
results of brain scan studies have turned out to be less
consistent than expected (Cabeza & Nyberg, 2000).

Caveats aside, brain-imaging procedures have greatly
enhanced our ability to look inside the brain. These re-
markable techniques are permitting scientists to explore
questions that would otherwise be impossible to inves-
tigate—such as whether males’ and females’ brains are
wired differently. But the results of such studies should be
scrutinized with a critical eye, just like any other research.

© REVIEW OF KEY POINTS

@ Neuroscientists use a variety of methods to investigate
brain-behavior relations. The EEG can record broad pat-
terns of electrical activity in the brain. Different EEG brain
waves are associated with different states of consciousness.

@ Lesioning involves destroying a piece of the brain to see
the effect on behavior. Another technique is electrical
stimulation of areas in the brain in order to activate them.
Both techniques depend on the use of stereotaxic instru-
ments that permit researchers to implant electrodes at

precise locations in animals’ brains. Transcranial magnetic
stimulation is a new, noninvasive technique that permits
scientists to create temporary virtual lesions in human
subjects.

@ In recent years, new brain-imaging procedures have been
developed, including CT scans, PET scans, MRI scans, and
fMRI scans. These techniques have enormous potential for
exploring brain-behavior relations, as we saw in our Fea-
tured Study. However, brain scans are not as precise and
unambiguous as they appear to be.

> The Brainand Behavior:

PREVIEW QUESTIONS

Now that we have examined selected techniques of
brain research, let’s look at what researchers have dis-
covered about the functions of various parts of the
brain.

The brain can be divided into three major regions:
the hindbrain, the midbrain, and the forebrain. The
principal structures found in each of these regions
are listed in the organizational chart of the nervous
system in Figure 3.6. You can see where these regions
are located in the brain by looking at Figure 3.16 on
page 91. They can be found easily in relation to the
brainstem. The brainstem looks like its name—it ap-
pears to be a stem from which the rest of the brain
“flowers,” like a head of cauliflower. At its lower end
it is contiguous with the spinal cord. At its higher
end it lies deep within the brain.

We’ll begin at the brain’s lower end, where the
spinal cord joins the brainstem. As we proceed up-
ward, notice how the functions of brain structures
go from the regulation of basic bodily processes to
the control of “higher” mental processes.

‘nek

The Hindbrain =2d

The hindbrain includes the cerebellum and two
structures found in the lower part of the brain-
stem: the medulla and the pons. The medulla, which
attaches to the spinal cord, controls largely uncon-
scious but vital functions, including circulating blood,
breathing, maintaining muscle tone, and regulating
reflexes such as sneezing, coughing, and salivating.
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What are some functions
of the medulla, pons,
and cerebellum?

What are some functions
of the midbrain, and
which structure is the
brain’s relay center?
What does the hypothal-
amus regulate?

What are some functions
of the limbic system?
What is each lobe in the
brain known for?

What does it mean

to say that the brain

is characterized by
“plasticity?”
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The Whole Brain Atlas
Here visitors will find a
comprehensive and fasci-
nating set of images of
the brains of both normal
individuals and those im-
paired by various types of
neuropsychological disor-
ders. Modern techniques

of brain research and diag-

nosis are well illustrated
and explained.

The pons (literally “bridge”) includes a bridge of fibers
that connects the brainstem with the cerebellum.
The pons also contains several clusters of cell bodies
involved with sleep and arousal.

The cerebellum (literally “little brain”) is a rela-
tively large and deeply folded structure located adja-
cent to the back surface of the brainstem. The cere-
bellum is critical to the coordination of movement
and to the sense of equilibrium, or physical balance
(Ghez & Thach, 2000). Although the actual com-
mands for muscular movements come from higher
brain centers, the cerebellum plays a key role in or-
ganizing the sensory information that guides these
movements. It is your cerebellum that allows you to
hold your hand out to the side and then smoothly
bring your finger to a stop on your nose. This is a
useful roadside test for drunken driving because the
cerebellum is one of the structures first depressed by
alcohol. Damage to the cerebellum disrupts fine motor
skills, such as those involved in writing, typing, or
playing a musical instrument.
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The Midbrain =2 d

The midbrain is the segment of the brainstem that
lies between the hindbrain and the forebrain. The
midbrain contains an area that is concerned with in-
tegrating sensory processes, such as vision and hear-
ing (Stein, Wallace, & Stanford, 2000). An important
system of dopamine-releasing neurons that projects
into various higher brain centers originates in the mid-
brain. Among other things, this dopamine system is
involved in the performance of voluntary movements.
The decline in dopamine synthesis that causes Park-
insonism is due to degeneration of a structure located
in the midbrain (DeLong, 2000).

Running through both the hindbrain and the
midbrain is the reticular formation (see Figure 3.16).
Located at the central core of the brainstem, the retic-
ular formation contributes to the modulation of mus-
cle reflexes, breathing, and pain perception (Saper,
2000). It is best known, however, for its role in the
regulation of sleep and arousal. Activity in the as-
cending fibers of the reticular formation contributes
to arousal (Coenen, 1998).

\ire k

The Forebrain & 2f
The forebrain is the largest and most complex re-
gion of the brain, encompassing a variety of struc-
tures, including the thalamus, hypothalamus, lim-
bic system, and cerebrum (consult Figure 3.16 once
again). The thalamus, hypothalamus, and limbic sys-
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tem form the core of the forebrain. All three struc-
tures are located near the top of the brainstem. Above
them is the cerebrum—the seat of complex thought.
The wrinkled surface of the cerebrum is the cerebral
cortex—the outer layer of the brain, which looks like
a cauliflower.

irek

The Thalamus: A Way Station Fle
The thalamus is a structure in the forebrain through
which all sensory information (except smell) must
pass to get to the cerebral cortex. This way station is
made up of clusters of cell bodies, or somas. Each clus-
ter is concerned with relaying sensory information
to a particular part of the cortex. However, it would
be a mistake to characterize the thalamus as nothing
more than a passive relay station. The thalamus also
appears to play an active role in integrating informa-
tion from various senses.

@rek

The Hypothalamus:

A Regulator of Biological Needs
The hypothalamus is a structure found near the
base of the forebrain that is involved in the regu-
lation of basic biological needs. The hypothalamus
lies beneath the thalamus (hypo means “under,” mak-
ing the hypothalamus the area under the thalamus).
Although no larger than a kidney bean, the hypo-
thalamus contains various clusters of cells that have

= Q

many key functions. One such function is to control
the autonomic nervous system (Iversen, Iversen, &
Saper, 2000). In addition, the hypothalamus serves
as a vital link between the brain and the endocrine
system (a network of hormone-producing glands,
discussed later in this chapter).

The hypothalamus plays a major role in the regu-
lation of basic biological drives related to survival, in-
cluding the so-called “four F’s”: fighting, fleeing, feed-
ing, and mating. For example, when researchers lesion
the lateral areas (the sides) of the hypothalamus, an-
imals lose interest in eating. The animals must be fed
intravenously or they starve, even in the presence of
abundant food. In contrast, when electrical stimula-
tion (ESB) is used to activate the lateral hypothala-
mus, animals eat constantly and gain weight rapidly
(Grossman et al., 1978; Keesey & Powley, 1975). Does
this mean that the lateral hypothalamus is the “hun-
ger center” in the brain? Not necessarily. The regula-
tion of hunger turns out to be complex and multi-
faceted, as you'll see in Chapter 10. Nonetheless, the
hypothalamus clearly contributes to the control of
hunger and other basic biological processes, includ-
ing thirst, sexual motivation, and temperature regu-
lation (Kupfermann, Kandel, & Iversen, 2000).
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Figure 3.16

Structures and areas in
the human brain. (Top
left) This photo of a human
brain shows many of the
structures discussed in this
chapter. (Top right) The brain
is divided into three major
areas: the hindbrain, mid-
brain, and forebrain. These
subdivisions actually make
more sense for the brains of
other animals than for the
human brain. In humans, the
forebrain has become so large
it makes the other two divi-
sions look trivial. However,
the hindbrain and midbrain
aren't trivial; they control
such vital functions as breath- Cerebrum

ing, waking, and maintaining Responsible for sensing, thinking,
balance. (Bottom) This cross learning, emotion, consciousness, and
section of the brain highlights voluntary movement

key structures and some of
their principal functions. As
you read about the functions
of a brain structure, such as
the corpus callosum, you may
find it helpful to visualize it.

Forebrain

Wadsworth Collection

Hindbrain

Corpus callosum

Bridge of fibers passing
information between the
two cerebral hemispheres

Amygdala
Part of limbic system
involved in emotion
and aggression

Thalamus

Relay center for cortex;
handles incoming and
outgoing signals

Hypothalamus
Responsible for regulating
basic biological needs: hunger,
thirst, temperature control

Cerebellum
Structure that coor-
dinates fine muscle
movement, balance
Pituitary gland
“Master” gland that regulates
other endocrine glands

Reticular formation
Group of fibers that
carry stimulation
related to sleep and
arousal through

Pons
Involved in sleep and arousal
Hippocampus

Part of limbic system involved brainstem
in learning and memory Medulla .
Responsible for regulat- ‘ Spinal cord
ing largely unconscious Responsible for transmitting information
functions such as breath- between brain and rest of body; handles
ing and circulation simple reflexes
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Figure 3.17

Electrical stimulation
of the brain (ESB) in the
rat. Olds and Milner (1954)
were using an apparatus like
that depicted here when they
discovered self-stimulation
centers, or “pleasure centers,”
in the brain of a rat. In this
setup, the rat’s lever pressing
earns brief electrical stimu-
lation that is sent to a spe-
cific spot in the rat’s brain
where an electrode has been
implanted.

The Limbic System: T
The Seat of Emotion 2e
The limbic system is a loosely connected network
of structures located roughly along the border be-
tween the cerebral cortex and deeper subcortical
areas (hence the term limbic, which means “edge”).
First described by Paul MacLean (1954), the limbic
system is not a well-defined anatomical system with
clear boundaries. Indeed, scientists disagree about
which structures should be included in the limbic sys-
tem (Van Hoesen, Morecraft, & Semendeferi, 1996).
Broadly defined, the limbic system includes parts of
the thalamus and hypothalamus, the hippocampus,
the amygdala, and other structures. The limbic system
is involved in the regulation of emotion, memory, and
motivation.

The hippocampus and adjacent structures clearly
play a role in memory processes, although the exact
nature of that role is the subject of debate (Squire &
Knowlton, 2000). Some theorists believe that the
hippocampal region is responsible for the consolida-
tion of memories for factual information (Gluck &
Myers, 1997). In any event, many other brain struc-
tures contribute to memory processes, so the hippo-
campus is only one element in a complex system (see
Chapter 7).

Similarly, there is ample evidence linking the lim-
bic system to the experience of emotion, but the exact

Suspending ——
elastic band
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to animal
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activates
stimulator ~ Lever
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mechanisms of control are not yet well understood
(Mega et al., 1997; Paradiso et al., 1997). Recent evi-
dence suggests that the amygdala may play a central
role in the learning of fear and the processing of other
basic emotional responses (Armony & LeDoux, 2000;
Hamann et al., 2002). The limbic system is also one
of the areas in the brain that appears to be rich in
emotion-tinged “pleasure centers.” This intriguing
possibility first surfaced, quite by chance, in brain
stimulation research with rats. James Olds and Peter
Milner (1954) accidentally discovered that a rat would
press a lever repeatedly to send brief bursts of electri-
cal stimulation to a specific spot in its brain where
an electrode was implanted (see Figure 3.17). They
thought that they had inserted the electrode in the
rat’s reticular formation. However, they learned later
that the electrode had been bent during implanta-
tion and ended up elsewhere (probably in the hypo-
thalamus). Much to their surprise, the rat kept coming
back for more self-stimulation in this area. Subsequent
studies showed that rats and monkeys would press a
lever thousands of times per hour, until they sometimes
collapsed from exhaustion, to stimulate certain brain
sites. Although the experimenters obviously couldn’t
ask the animals about it, they inferred that the animals
were experiencing some sort of pleasure.

Where are the self-stimulation centers located
in the brain? Many self-stimulation sites have been

Learning™ is a trademark used herein under license



found in the limbic system (Olds & Fobes, 1981). The
heaviest concentration appears to be where the medial
forebrain bundle (a bundle of axons) passes through
the hypothalamus. The medial forebrain bundle is
rich in dopamine-releasing neurons. The rewarding
effects of ESB at self-stimulation sites may be largely
mediated by the activation of these dopamine circuits
(Nakajima & Patterson, 1997). The rewarding, plea-
surable effects of opiate and stimulant drugs (cocaine
and amphetamines) may also depend on excitation
of this dopamine system, although this conclusion
is the subject of some debate (Gratton, 1996; Wise,
1999). In any event, it is clear that this dopamine sys-
tem is not the ultimate biological basis for all reward
(Berridge & Robinson, 1998). That is not surprising,
as the brain is never that simple. Nonetheless, recent
evidence suggests that the so-called “pleasure centers”
in the brain may not be anatomical centers so much
as neural circuits releasing dopamine.

The Cerebrum: &
The Seat of Complex Thought i
The cerebrum is the largest and most complex part
of the human brain. It includes the brain areas that
are responsible for the most complex mental activi-
ties, including learning, remembering, thinking, and
consciousness itself. The cerebral cortex is the con-
voluted outer layer of the cerebrum. The cortex is
folded and bent, so that its large surface area—about

1.5 square feet—can be packed into the limited vol-
ume of the skull (Hubel & Wiesel, 1979).

Wadsworth Collection

The cerebrum is divided into two halves called
hemispheres. Hence, the cerebral hemispheres are
the right and left halves of the cerebrum (see Fig-
ure 3.18). The hemispheres are separated in the cen-
ter of the brain by a longitudinal fissure that runs from
the front to the back of the brain. This fissure de-
scends to a thick band of fibers called the corpus cal-
losum (also shown in Figure 3.18). The corpus callo-
sum is the structure that connects the two cerebral
hemispheres. We’ll discuss the functional special-
ization of the cerebral hemispheres in the next sec-
tion of this chapter. Each cerebral hemisphere is di-
vided into four parts called lobes. To some extent, each
of these lobes is dedicated to specific purposes. The
location of these lobes can be seen in Figure 3.19 (on
the next page).

The occipital lobe, at the back of the head, includes
the cortical area, where most visual signals are sent
and visual processing is begun. This area is called the
primary visual cortex. We will discuss how it is orga-
nized in Chapter 4.

The parietal lobe is forward of the occipital lobe. It
includes the area that registers the sense of touch,
called the primary somatosensory cortex. Various sec-
tions of this area receive signals from different regions
of the body. When ESB is delivered in these parietal
lobe areas, people report physical sensations—as if
someone actually touched them on the arm or cheek,
for example. The parietal lobe is also involved in in-
tegrating visual input and in monitoring the body’s
position in space.

Corpus callosum

The Biological Bases of Behavior
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Figure 3.18

The cerebral hemi-
spheres and the corpus
callosum. (Left) As this
photo shows, the longitudi-
nal fissure running down the
middle of the brain (viewed
from above) separates the
left and right halves of the
cerebral cortex. (Right) In
this drawing the cerebral
hemispheres have been
“pulled apart” to reveal the
corpus callosum. This band
of fibers is the communica-
tion bridge between the
right and left halves of the
human brain.
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The temporal lobe (meaning “near the temples”)
lies below the parietal lobe. Near its top, the tempo-
ral lobe contains an area devoted to auditory process-
ing, called the primary auditory cortex. As we will see
momentarily, damage to an area in the temporal lobe
on the left side of the brain can impair the compre-
hension of speech and language.

Continuing forward, we find the frontal lobe, the
largest lobe in the human brain. It contains the prin-
cipal areas that control the movement of muscles,
called the primary motor cortex. ESB applied in these
areas can cause actual muscle contractions. The
amount of motor cortex allocated to the control of a
body part depends not on the part’s size but on the di-
versity and precision of its movements. Thus, more of
the cortex is given to parts we have fine control over,
such as fingers, lips, and the tongue. Less of the cortex
is devoted to larger parts that make crude movements,
such as the thighs and shoulders (see Figure 3.20).

The portion of the frontal lobe to the front of the
motor cortex, which is called the prefrontal cortex (see
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Figure 3.19

The cerebral cortex in humans. The cerebral
cortex is divided into right and left halves, called
cerebral hemispheres. This diagram provides a view
of the right hemisphere. Each cerebral hemisphere
can be divided into four lobes (which are highlighted
in the bottom inset): the occipital lobe, the parietal
lobe, the temporal lobe, and the frontal lobe. Each
lobe has areas that handle particular functions, such
as visual processing. The functions of the prefrontal
cortex are something of a mystery, but they appear
to include working memory and relational reasoning.

Prefrontal cortex

Parietal

lobe Frontal lobe

Temporal lobe

the inset in Figure 3.19), is something of a mystery.
This area is disproportionately large in humans, ac-
counting for about 28% of the human cerebral cor-
tex (Shimamura, 1996). In light of this fact, it was
once assumed to house the highest, most abstract in-
tellectual functions, but this view was eventually dis-
missed as an oversimplification. Still, recent studies
suggest that the prefrontal cortex does contribute to
an impressive variety of higher-order functions, such
as memory for temporal sequences (Kesner, 1998);
working memory, which is a temporary buffer that
processes current information (Goldman-Rakic, 1993,
1998); reasoning about relations between objects and
events (Huettel, Mack, & McCarthy, 2002); and some
types of decision making (Walton, Devlin, & Rush-
worth, 2004). Its contribution to working memory
and relational reasoning have led some theorists to
suggest that the prefrontal cortex houses some sort of
“executive control system,” which is thought to mon-
itor, organize, and direct thought processes (Kane &
Engle, 2002; Shimamura, 1995). Consistent with this
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hypothesis, people who suffer damage in the pre-
frontal cortex often show deficits in planning, pay-
ing attention, and getting organized (Fuster, 1996).

The Plasticity of the Brain

It was once believed that significant changes in the
anatomy and organization of the brain were limited
to early periods of development in both humans and
animals. However, research has gradually demon-
strated that the anatomical structure and functional
organization of the brain is more “plastic” or mal-
leable than widely assumed (Kolb, Gibb, & Robinson,
2003; Recanzone, 2000). This conclusion is based on
several lines of research.

First, studies have shown that aspects of experience
can sculpt features of brain structure. For example, neuro-
imaging studies have shown that an area in the so-
matosensory cortex that receives input from the fin-
gers of the left hand is enlarged in string musicians
who constantly use the left hand to finger the strings
of their instruments (Elbert et al., 1995). In a similar
vein, researchers find greater dendritic branching
and synaptic density in rats raised in a stimulating,

COPYRIGHT © Wadsworth, a division of Thomson Learning, Inc. Thomson

Ankle /. ' cortex

concept check 3.3 (Z

Figure 3.20

The primary motor

_ cortex. This diagram shows
- the amount of motor cortex

devoted to the control of

various muscles and limbs.
Motor The anatomical features in
the drawing are distorted
because their size is propor-
tional to the amount of cor-
tex devoted to their control.
As you can see, more of the
cortex is allocated to con-
trolling muscle groups that
must make relatively precise
movements.
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Relating Disorders to the Nervous System

Imagine that you are working as a neuropsychologist at a clinic. You are involved in
the diagnosis of the cases described below. You are asked to identify the probable
cause(s) of the disorders in terms of nervous system malfunctions. Based on the infor-
mation in this chapter, indicate the probable location of any brain damage or the
probable disturbance of neurotransmitter activity. The answers can be found in the
back of the book in Appendix A.

Case 1. Miriam is exhibiting language deficits. In particular, she does not seem to
comprehend the meaning of words.

Case 2. Camille displays tremors and muscular rigidity and is diagnosed as having
Parkinsonism.

Case 3. Ricardo, a 28-year-old computer executive, has gradually seen his strength and
motor coordination deteriorate badly. He is diagnosed as having multiple sclerosis.

Case 4. Wendy is highly irrational, has poor contact with reality, and reports halluci-
nations. She is given a diagnosis of schizophrenic disorder.

The Biological Bases of Behavior
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enriched environment, as opposed to a dull, barren
environment (Rosenzweig & Bennet, 1996; see the
Critical Thinking Application for this chapter).

Second, research has shown that damage to incoming
sensory pathways or the destruction of brain tissue can
lead to neural reorganization. For example, when sci-
entists amputated the third finger in an owl monkey,
the part of its cortex that formerly responded to the
third finger gradually became responsive to the sec-
ond and fourth fingers (Kaas, 2000). Neural reorga-
nization has also been seen in response to brain dam-
age as healthy neurons attempt to compensate for the
loss of nearby neurons (Cao et al., 1994; Gilbert, 1993).

Third, studies indicate that the adult brain can gener-
ate new neurons (Gage, 2002). Until relatively recently
it was believed that the brain formed all its neurons
by infancy at the latest. However, evidence suggests
that adult humans can form new neurons in the hip-
pocampus (Eriksson et al., 1998). Furthermore, Eliza-
beth Gould and her colleagues (1999, 2002) have
found that adult monkeys form thousands of new
brain cells each day in deep subcortical areas. These
new neurons then migrate to areas in the cortex where
they sprout axons and form new synapses with ex-
isting neurons.

In sum, research suggests that the brain is not “hard
wired” the way a computer is. It appears that the
neural wiring of the brain is flexible and constantly
evolving. That said, this plasticity is not unlimited.
Rehabilitation efforts with people who have suffered
severe brain damage clearly demonstrate that there
are limits on the extent to which the brain can re-

wire itself (Zillmer & Spiers, 2001). And the evidence
suggests that the brain’s plasticity declines with age
(Rains, 2002). Younger brains are more malleable
than older brains. Still, the neural circuits of the brain
show substantial plasticity, which certainly helps or-
ganisms adapt to their environments.

© REVIEW OF KEY POINTS

@ The brain has three major regions: the hindbrain, mid-
brain, and forebrain. Structures in the hindbrain include the
medulla, pons, and cerebellum. These structures handle
essential functions such as breathing, circulation, coordina-
tion of movement, and the rhythm of sleep and arousal.

@ The midbrain contributes to the coordination of sensory
processes. Deterioration of an area in the midbrain has been
implicated as a factor in Parkinson’s disease. The forebrain
includes many structures that handle higher functions. The
thalamus is primarily a relay station. The hypothalamus is
involved in the regulation of basic biological drives such as
hunger and sex.

@ The limbic system is a network of loosely connected struc-
tures located along the border between the cortex and
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